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glénémlj Some Facts Enforcing Improved Energy Efficiency

In 2007 the Energy supply of ICT produced
CO,-output at level of 25% of worldwide cars

m ICT today
= >10% of generated energy (>50 Mio. servers, ? PCs, etc.)
= >25% CO, of cars

m Tomorrow (2020)
= 100% of generated energy (level of today)
= >> CO, of cars

m Itis claimed that energy supply for ICT is larger than that of
the entire air traffic
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~2004 =) 2014

Magnetic disks
Capacity 400 GB x 15 6 TB
GB/$ 0.05 x 600 30
I0PS 200 x1 200

Solid state disks (flash memory)

Capacity 16 GB x 30 480 GB
GB/$ 0.0005 x 3,000 >1.5

IOPS (4KB read) 1,000 (SCSI) x 1,000 1,000,000+ (PCle)
5,000+ (SATA)
IOPS (4KB write) 50 (SCSI) x 10,000 500,000+ (PCIe+RAM)

Phase-change memory

Capacity 1 GB chip (20-nm)
IOPS (64B read) 20,000,000+ (1 chip)

IOPS (64B write) 1,000,000+ (1 chip)
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Guarantees persistent data with (almost) zero-energy needs

when idle or turned off M"

A flash block B, much larger than a disk block,

contains p (typically 32 — 128) fixed-size
flash pages with 512 B — 2 KB

NAND logic does not enable direct update
of pages > erasure

Reads of individual flash pages

Update of flash pages not possible;

only overwrites of entire blocks where erasure is needed first

B(i) B(k) B(i)
1
2
3 propagation of
[ >
o1 a modified DB page
P

free erase

Wear leveling automatically allocates a new flash block and preserves cluster property

B(k)

write
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SErcgd: Flash-internal write optimization
Performance Simplest form of mapping: 1:1 - block level
behavior
ER Metadata (flash directory) must be in RAM
consumption
Best case:
Energy-proport. k flash blocks: B free blocks: F g log blocks: L
computing |
Benchmarking/ 2
measurements 3
Architectural con-
cepts of WattDB
p-1
WattDB — how to P
achieve the goal? 1 2 k-1 k i j 2 g

Experiments —
processing layer

Switch: L1 becomes B1, Erase old Bl - 1 erasure
Experiments —

symmetric cluster

Comparison: big
server vs cluster

©2014 AG DBIS : http://hothardware.com/News/OCZ-and-Indilinx-Collaborate-On-New-SSD-Garbage-Collection-Scheme/
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Simplest form of mapping: 1:1 - block level

Metadata (flash directory) must be in RAM

Some case:
k flash blocks: B
1
2
3
p-1
P
1 2 k-1 k

Merge: L1 and B1 to Fi

Erase B1 and L1

free blocks: F

g log blocks: L

- 2 erasures

Other forms of mapping: n:1 (n:m) - block level (page level)

Merge of n flash blocks and one log block to Fi

Growing flexibility €-> higher complexity of flash management and block merge

- n+1 erasures
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The good
N bebavior Wear leveling

Energy Garbage collection \\ 4
consumption i
Performance gain ‘ /
Energy-proport.
computing ‘ )
e The bad

Y L)
Architectural con- BIaCk bOX 7
cepts of WattDB :
N
WattDB — how to ;4

achieve the goal? The ug Iy
processing layer Behavior is totally unpredictable

Experiments —
symmetric cluster

Comparison: big
server vs cluster

= DBMS people are “control freaks”

©2014 AG DBIS

CONTROL FREAK
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Direct I/O
Read & write
IOmeter & our own tool

5 SSDs
SSD1: SuperTalent
SSD2: Mtron
SSD3: Intel Generation 1
SSD4: Intel Generation 2
SSD5: Crucial RealSSD

3 access patterns
_ [aTaTsTals] [ [ [ [ [ ]

(a) sequential access

[ 8 | B B [ &

(b) random acccess

[ |l | = Bla | ]S

(c) skip-sequential access

- different page sizes
- empty vs. full devices
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Myth 1: Random Access is as Fast as Sequential Access

» Random Access

Rule of thumb of
conventional
systems is not

%SSDS

valid anymore!

6,000
pages/sec SSDl\\
5,000

S T\

4,000

.\
3000 —ssb2

2,000

N\

S\

—

N\

e

1,000 5Bl

AN
N

sequential

random

read

\ /

random | sequential | random random

sorted sorted
write
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SSDs are a disrup-
tive I/O technology

= Unstable Behavior

Performance
behavior

Eneray Controlled 4000

consumption garbage saggs/sec write performance after TRIM

collection
Energy-proport. J\""QOO\

computing 2500

Benchmarking/
measurements

Architectural con- 500
cepts of WattDB

O rrrrrrrrrrrrTrrTTrTTTTTT T T T T T T T T T T T T T T T T T T T T T T T T TTTTTTTTTT1

1 6 11 16 21 26 31 36 41 46 51 56
WattDB — how to ReC

achieve the goal?

3000
pages/sec random write performance

Experiments —
processing layer 2500 |

Planning of query
optimization?
real-time
N 1500 )
Comparison: big support:
server vs cluster /k
1000 /
4 %> A
500 {11

aoBIsS. | | I

Datenbanken und
Informationssysteme,

Experiments = 2000
symmetric cluster

AR\

0 \\\\-\\\\\\\\\\\\\\\\.\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\

ST EIEE 1 6 11 16 21 26 31 36 41 46 51 sec56
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Device state: random writes

100

Response time (ms)

0.1

10 |

100 200 300 400 500
10 number

SSD state: out of the box

(see also Bonnet, Bouganim, Koltsidas, Viglas, VLDB 2011)

Response time (ms)

TV

10

0.1

+ DY BB IS P A TETS S dpe B FSe S
Sy IV {W.-WW’ (2 ad g SV

Avg(rt)

100 200 300 400
I0 number

after filling the device

Performance behavior is dependent on

Device type (technology)
FTL mapping (manufacturer)
Device state (workload)

Aging, ...

Avg(rt) 0-0-b —

500

11
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What about Energy?

What our research actually
looks like:

A/D
Converter

What your research supposedly
looks like:

| <

Controller

Prototype

Computer

Figure 1. Experimental Diagram

—

What your research actually
looks like:

Figure 2. Experimental Mess

72

c
T
=
<

JORGE CHAM © 2008

WWW.PHDCOMICS.COM

-

12
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$SDs are a disrup-
= Absolute power consumption (W): sequential read pattern
Performance Not as energy saving as expected >, Power Consumption
Energy Higher consumption for writes 122 _ variabe par
consumerion Consumer disks: ~4 —6 W 2
Ty p High-end disks: ~9 — 14 W L
Benchmarking/ HDD3/SSD3 060
measurements N15 (ldl@), N8 (peak) 2.4212 l
Architectural con- O:OO
cepts of WattDB SSD1 $SD2 $SD3 $SD4 SSD5
WattDB — how to
eenieve te geat? Pages read per Joule (W * s) Pages / Joule
. 14000
provessing layer Energy efficiency is 12000
experiments - constantly improved 10000
symmetric cluster O . . 8000
n disks:
Comparison: big ~600 — 1800 ] o000
server vs cluster paQES/ 4000 I
2000
, N
SSD1 SSD2 SSD3 SSD4 SSD5

©2014 AG DBIS 13
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Objectives to exploit read/write asymmetry

4500000
4000000
3500000
3000000
2500000
2000000
1500000
1000000
500000
0

Replacement decision for read-only or modified pages
Basic principles of CFDC (Clean-First Dirty-Clustered)
Minimize number of physical writes
Address write pattern to improve write efficiency
Keep a relatively high hit ratio (even with SSDs)
Behavior of algorithms in heterogeneous environ

How energy efficient is a given algorithm?

Performance of
CFDC is
remarkable

140000
B CFLRU @ CFLRU
OLRU 100000 O LRU
B LRU-WSR @ LRU-WSR
O REF

OREF

il .

SSD2 SSD3

“emull 0

HDD1 HDD2 HDD3 SSD1 SSD2 SSD3 HDD1 HDD2 HDD3 SSD1

Execution times (ms) Energy consumption (J)

14
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4500000
4000000
3500000
3000000
2500000
2000000
1500000
1000000
500000
0

B CFDC
ECFLRU
OLRU
ELRU-WSR
OREF

..

HDD1 HDD2 HDD3 SSD1 SSD2 SSD3

significant;
larger device

cache on SSD3

Buffer opt. less

140000

120000

100000

80000

60000

40000

20000

0

ln

W CFDC

E CFLRU
OLRU

E LRU-WSR
O REF

il

HDD1 HDD2 HDD3 SSD1 SSD2 SSD3

This optimization behavior is indicative for what we can
expect under the different storage device settings!

IO cost is steadily reduced
SSD saving potential more and more disappears

Observation confirms general thesis (Tsirogiannis et al., 2010)

=>» The most energy-efficient configuration is typically
the highest performing one within a single node

intended for use in scale-out architectures

15
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HDD3 SSD3

40

HATX @ IDE OSATA B ATX @ IDE OSATA

- Energy
optimization

’ potential

2 disappears

2

1

1

0 0

IDLE CFDC CFLRU LRU LRU-WSR REF IDLE CFDC CFLRU LRU LRU-WSR REF

o

w

o

w

o

o

Identical environments: ATX and IDE remain unchanged

Ideally, power consumption should linearly depend
on system utilization

No difference between “idle”, “working”, and “peak”
Avg. system utilization varies for the individual trace executions

=» Components are not energy proportional

Optimization increases “idle” times in low-utilization environments
- overall energy efficiency may not be improved!

16
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2x CPU
active: 110W

Server idle
power

(140 W)

4x SSDs 4x HDDs
active (9W) active (10W)

CPU  2xIntel Xeon 4-Core 2.66GHz 48W 160W
RAM 8x4GB FB-DIMMS 80W 80W
HDD 4x250GB Seagate 10K 2.5" 16W 24W
SSD 4x64GB Intel X-25E 2.5” 0.2W 10W

Power
(Watt)

D B BB EO@O

20+

40—+

CPU idle
4SDDs idle
4HDDs idle
System board
4GB DIMMs
4GB DIMMs
4GB DIMMs
4GB DIMMs

power@utilization
observed

3 l software
optimization

hardware !

optimization

energy- !
proportional i
behavior i

t

I I I I gl

20 40 60 80 100 %
System utilizatjon
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Power
(Watt)

>

»  power@utilization

100‘:‘::::';":":_"=.;'=-='ii'=='—'= """""""" i
I ’/ - :: -7 i
— T g e e e e e R e R e S e S R 50— oo d
0T |
/ ;
60 T T 1

40 energy-

proportional
20+ behavior
| | | | i >

I I I I g

0 20 40 60 80 100 %
System utilization

In-memory data management
assumes continuous peak loads!

Energy consumption of memory linearly grows
with size and dominates all other components
across all levels of system utilization

18
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Divide and conquer
' ig server into a cluster of

ontrol of power

RedIPDEONQSIRSSataN-peak energy
saémléwg conquer.”

19
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tive I/O technology HCPU H DRAM Disk Other
Performance 90 -
behavior 80 - . |
=
70 d
Energy a
s 50
computing g 30 -
Benchmarking/
measurements 10 1
0 -
ATl @ore Idle 7 14 21 29 36 43 50 57 64 71 79 86 93 100
cepts of WattDB Compute load (%)

WattDB — how to
achieve the goal?

e EE = (relative load / rel. energy consumption)

Experiments —

SN i * Best performance at 100% load, i.e. efficiency = 100%

Experiments - * Efficiency quickly drops:

symmetric cluster

Comparison: big

o i load 90 % 70 % 50 % 30 % 10 %

efficiency 90 % 73 % 55 % 35 % 14 %
aoBIsS.

Daten| nkel
Informationssysteme

©2014 AG DBIS

20
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~r

1

30 %
100 %

—ERergy- e Rty
Energy Propo onallty
load 90 % 70 % 50 %
efficiency 100 % 100 % 100 %
%’ power@utilization
Powed 00 T I EEEEEE A :
ower _-=" |
Consumption 30+ ,/’,/’
60
40T energy- E
proportional i
20T behavior i
| | | I ! >
0 20 40 60 80 10

0%

System utilization

* Energy consumption proportional to system utilization

10 %
100 %

21
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Load

Key questions

Time span to disconnect low-utilized nodes from the cluster
or to re-activate switched-off nodes in case of overload

Flexible physiological partitioning of DB data

22
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CPU Utilization of DBMS

0.03 [
0.025
0.02 || I H

0.015 1| || i

Fraction of time

0.01 ||

0.005 [T

' l l l l l | |
0 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

CPU utilization

Average CPU utilization of more than 5,000 servers,
see A. Barroso and U. Holzle: The Case for Energy-Proportional Computing

23
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CPU Utilization of DBMS

behavior o
90 load % BISERVER CPU Usage
Energy 1 week
consumption 80 90
Energy-proport. | | 70 20 short peaks at
computing 100 %
60
70
Benchmarking/ smoothed out
measurements 50 60 ——
Architectural con- 40 50 i
cepts of WattDB "
30 40 I 1 I A
WattDB — how to /'1 m I i A
achieve the goal? 20 P..,/v 30 i
: 10 A
Experiments — r 20 - | |
processing layer 0
10
Experiments —
symmetric cluster 0

Comparison: big

server vs cluster

4 &>
aoBIsS.

Datenbank:

e
Informationssysteme,

©2014 AG DBIS

Study by SPH AG,

7 day interval

Stuttgart

Monitoring for 1 week, ERP backend & analysis servers

24
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eomnce || ® 1raditional Benchmarking Paradigms
behavior

e * Measure performance
consumetion * Run at 100% utilization all the time

Energy-proport.

computing ¢ The more, the better

Benchmarking/
measurements

Architectural con- 100%
cepts of WattDB

o
WattDB — how to 80%
achieve the goal?

60%
Experiments —
processing layer

40%
Experiments —
symmetric cluster

20%

Comparison: big
server vs cluster 0%

a1 Lg

©2014 AG DBIS
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SSDs are a disrup-
tive I/O technology

* Benchmarking for energy efficiency

Performance

behavior e Define realistic workloads
Energy * Introduce idle/non-peak times
consumption

* Honor energy savings w.r.t. typical utilization patterns

Energy-proport.
computing

Benchmarking/
measurements

100%

Architectural con-
cepts of WattDB

80%

WattDB — how to
achieve the goal?

60%

Experiments —
processing layer

40%

Experiments —
symmetric cluster ¥ 20%

Comparison: big
server vs cluster 0%

4 &>
aoBIsS.

Datenbank
Informationssysteme,

©2014 AG DBIS
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tive I/O technology Switch (Frontend)
Performance
behavior
Node H|[4 Node Node H||4 Node
Energy
consumption ﬁ Node —'5 Node ]—‘ ﬁ Node ' Node -I“
Energy-proport.
computing | Switch (Backend) |
Benchmarking/
measurements Node Node
Architectural con- HDD H HDD HDD + HDD
cepts of WattDB Hoo H HDD HoD H HDD

WattDB — how to
achieve the goal?

= Minimal system configuration: a single node

g layer = storage mapping, query processing, cluster coordination
Experiments — = HW is Amdahl-balanced (node with 2GB memory < 30 W)

symmetric cluster

m All storage devices (SSD, HDD)

Comparison: big
server vs cluster

<42 )» = Are dynamically shared by all nodes
= Shared-Nothing processing architecture of the cluster has to be
@ supported by an emulated Shared-Disk I/O architecture

©2014 AG DBIS
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Cluster Design Principle — Shared Nothing

]

DBMS1 DBMS2 DBMS3

R —

m "The load follows the data”

Needs improvement: see
Shared-Disk architecture

Distributed execution of a transaction
DBMS implementation: similar to a si
Scalability of computing power! Cale-out!

Load Imbalance/Scalabilit data??

—> physical repartitioning!

Data replication increases reliability and availability
- failure handling without data redundancy?

Distributed control (e.g. CC) is difficult 28
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]

DBMS1 DBMS2 DBMS3

“Data is fetched to the place of transaction execution”
Local transaction execution

Same data may be in different states in several DB buffers
- buffer coherence problem!

Node failure handling: local repair

Common concurrency control over logical partitions
Scalability of data: no physical repartitioning!
Computing power: larger servers needed - scale-up!

29
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SSDs are a disrup-

tive 1/O technology Table A Table B Table C
Performance /\ /\ /\
behavior Partition A.1 Partition A2 Parttion B.1 Partition B.2 Parttion C.1 Partition C.2
Energy
consumption Parfition Parttion Parfition Partition
C.1.1 c1.2 c.2.1 c2.2
Energy-proport.
computing
Benchmarking/
m remen
easurements <
Architectural con-
cepts of WattDB

WattDB — how to
aievetregoal? ||y Unused disks should be switched off

Experiments —

processing layer || Storage partitioning schemes
Experiments — = Table A: 2 partitions on a single disk
symmetric cluster

Energy efficiency

Comparison: bi = Table B: 2 partitions on separate disks

server vs_cluster = Table C: 4 partitions on 4 disks
<& > . - .
= More flexible partitioning schemes possible
aBIis.

= C, C.1, or C.1.1 assigned to a single node Performance

©2014 AG DBIS
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‘ Master Node

Node 3 ‘ TT(O'(AXC))

/\

m(o(A)) Node 1 Node 2 m(o(C))
m(o(AxB) )A
Table A Table B Table C
|
Partition ... || Partition ... | | Partition ... Partition ... Partition ... Partition ... Partition ...

Node assignment for query processing
QEP has to reflect data partitioning schemes and their assignment

to nodes

Subqueries access partitions, process data, and emit intermediate

results

31
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Master Node responsible for
e Coordination
* Provisioning nodes
* Front-end for client access

Processing Nodes
e evaluate queries

Storage nodes
e provide data pages
* manage write-back

1 Gbit/s Ethernet

Master Node

Processing Node

Storage Node

Disk Disk
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Master

Node

OUTPUT

SORT

AGGREGATE

SELECTION

PROJECTION

Query Execution

Processing Node

Storage Node

Disk Disk

Records

Processing Node

Processing Node

Storage Node

Storage Node

‘ LINEITEM \

y Disk Disk Disk
LINEITEM ‘ LINEITEM \
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Energy Controller

> CPU Load

-1 Memory Load

Disk Load

Energy
Controller

# of Pro-

cessing Nodes

Performance vs. Energy
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Query
Scheduler
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* Q1 (of TPC-H)

SELECT |_returnflag, |_linestatus, SUM(...), AVG(...), COUNT(*)

FROM lineitem

WHERE |_shipdate <='1998-12-01" - interval '[DELTA]' day (3)

GROUP BY |_returnflag, |_linestatus
ORDER BY | _returnflag, | linestatus

Processing Node

!

AGGREG

GROUP

SORT

Storage Node

TBSCAN

Disk

Disk
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* Q4 (of TPC-H)

SELECT o_orderpriority, COUNT(*)
FROM orders, lineitem

WHERE o_orderdate IN (date '[DATE]"' + interval '3' month) AND
| orderkey = o _orderkey AND | commitdate < | receiptdate

ORDER BY o_orderpriority
GROUP BY o_orderpriority

Processing Node

AGGREG

GROUP

Storage Node LSS

Disk Disk

IXSCAN
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Cfg + Benchmark

. | &
™~ o
\Queries

Log data

Energy data /
accDB

5 "0 of"e ol el SR N ]

; 5 |06 0ol o0 ee o8

VIN‘:‘“.:::‘ 10 nodes
S e e e | v |
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N e

Experiments on fixed-size cluster
Fixed number of DB clients
Fixed number of nodes

Measure query throughput & energy consumption

Experiments on dynamic cluster
Varying number of DB clients
Dynamic adaptation of the cluster size (processing nodes)
Measure query throughput & energy consumption

d
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“Data is as elastic
as concrete”
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Processing Node
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Storage Node
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Dynamic Benchmark — Load

Q1 and Q4 are concurrently scheduled in a dynamically varying workload
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Dynamic Benchmark — Power Consumption
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Dynamic Benchmark — Performance
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Dynamic Benchmark — Energy Consumption

Dynamic cluster

Joule exhibits lowest energy
consumption
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All nodes have storage and processing capabilities
All nodes can directly communicate with each other
Each node provides local operations (scan, selection, projection)
Complex operations may be distributed (sort, join, aggregation)
Dynamic clusters imply movement/redistribution of data

Master Node
SSD | SSD |HDD
Node Node Node
SSD | SSD |HDD SSD | SSD |HDD SSD | SSD |HDD
Node Node Node
SSD | SSD |HDD SSD | SSD |HDD SSD | SSD |HDD
Node Node Node
SSD | SSD |HDD SSD | SSD |HDD SSD | SSD |HDD
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Monitoring Control Action

CPU load partitioning Move records
buffer hit rate » node assignment » distribute queries
disk utilization number of nodes scale out/in

Node

Measure |IOPS
Compare to thresholds Logical page ID to

Consolidate/spread data /\ physical block address

h ﬁ

Data segments

Node Node Node
Disk Disk | Disk Disk Disk Disk
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e 1 OLAP query
° = (TPC-H, complex read-only query accesses large segments of the data)
el n DB clients are continuously running OLTP transactions
(simple read/write queries)
Sl 100-GB TPC-H dataset
<4 %> Each benchmark

consists of 63 workloads of 2 minutes (~2 hours)

DBIS
oo Dynamic adaptation of the cluster size

Datenbanken und
Informationssysteme

©2014 AG DBIS



Summer
SOC’ 2014

SSDs are a disrup-
tive I/0 technology

Performance
behavior

Energy
consumption

Energy-proport.
computing

Benchmarking/
measurements

Architectural con-
cepts of WattDB

WattDB — how to
achieve the goal?

Experiments —
processing layer

Experiments —
symmetric cluster

Comparison: big
server vs cluster

4 &>
aoBIsS.

Datenbanken und
Informationssysteme

©2014 AG DBIS

Performance Evaluation (1)

Static 10-node cluster,
uniform distribution of data,
~10 GB per node

Growth of the cluster (scale-out),
dynamic data partitioning/alloc.,
100 GB on master node redistri-
uted to ~10 GB per node
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Power/Energy Consumption (1)

Static 10-node cluster,
uniform distribution of data,
~10 GB per node

Growth of the cluster (scale-out),
dynamic data partitioning/alloc.,
100 GB on master node redistri-
uted to ~10 GB per node
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Power/Energy Consumption (2)

Adaptive behavior of WattDB,
drastically growing and shrinking
workload by varying the number
of OLTP queries,

dynamic splitting and merging of
data partitions

Adaptive behavior supported
by simple forecasting (we used
knowledge of the “future”),
WattDB can pre-configure the
cluster for upcoming workloads
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High-Level Comparison: Dynamic OLAP
under the Energy-Centric Benchmark™

m Total energy consumed
m Overall query throughput in units of 103
m Avg. energy consumption in Joule per query
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High-Level Comparison: Dynamic OLTP
under the Energy-Centric Benchmark

m Total energy consumed

= Overall query throughput in units of 10°
m Avg. energy consumption in mJoule per query

10,000

1,000

100

10

2,086

720 963

Watt hours

m BigServer

m Cluster without FC 823 ggy 517
m Cluster with FC

9.1

. 2, 366.71

10° queries mJoule per query

57



Summer
SOC’'2014

SSDs are a disrup-
tive I/0 technology

Performance
behavior

Energy
consumption

Energy-proport.
computing

Benchmarking/
measurements

Architectural con-
cepts of WattDB

WattDB — how to
achieve the goal?

Experiments —
processing layer

Experiments —
symmetric cluster

Comparison: big
server vs cluster

aoBIsS.

kel
Informationssysteme

©2014 AG DBIS

Every SSD behaves differently and shows unstable write behavior
Use of SSDs: improve predictability and performance

Key observation: The most energy-efficient configuration is
typically the highest performing one within a single node intended
for use in scale-out architectures (under 100% system utilization)

WattDB achieves energy proportionality:
cluster of wimpy nodes and not a single powerful DB server

Architecture of WattDB combines the advantages of SN and SD

Processing nodes can be reintegrated in a few seconds
Storage repartitioning needs seconds to minutes

Performance: cluster is no match for the big server

Low and moderate workloads: cluster is competitive,
server is still faster, but uses more than twice of the
cluster’s energy
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