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Cloud Services 

 Cloud implies the industrialization of delivery for managed services “ 

implying a new consumption and B-2-B delivery model  inspired by consumer 

(B-2-C) Internet services. 

Cloud aims at:  

 Economies-of-scale

 Ubiquity 

 Security 

In B-B the expectation is: 

• Enterprise ready, replicable standard SaaS offering 

• Pay per use business model 

• Security and Privacy i.e. protection of data

Software Solutions as a Services in the Cloud
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*Using Content Services in the Cloud 
for 

B-B Scenarios

CMaaS – Content Management as a Services

* IBM Journal of Research and Development  Issue 2 • Date March-April 2014 
Dynamic cloud service topology adaption for minimizing resources while meeting performance goals
Mega, C. ; Waizenegger, T. ; Lebutsch, D. ; Schleipen, S. ; Barney, J.M. 
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Solution Outline
Enterprise Content Management 

Repositories: IBM and others

Web, mobile, desktop tools, dashboards and solution applications

Databases, app servers and directories Storage: digital and physical

Document imaging 
and capture

Content
analytics

Social content
management

Information lifecycle 
governance

Advanced case
management

On-premise, appliance, cloud

Role-based user interface services

ECM platform services
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Unstructured Archive Solution Deployment Architecture Example

UA Admin

Archive
User GUI

eDiscovery
GUI

VM / OS/ SAN / NAS / File Systems  

Data Storage Layer

eDiscovery

DB / J2EE Server / DS / CFS /  MTA

Workplace

ECM Repository / Full Text Engine / Reporting Engine

Records UI 

Repository

Files

SharePoint Shares

Solutions

ECM Platform  

Infrastructure 

UA Admin

Directory

Sync tasks

Retention Policy 
and 

Schedule Management

FS & SP

Corporate
Directory Services

Legal & RM

UA Server 
Platform

To DR site

DR Site

Atlas
w2kR2 

Platform

MTA

SSO

HR
ECM

BR

Legal

Business Users

Governance & Records Management

IT

OSS
Operation 
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Service Catalog
S1..Sn

1. Create

2. Publish

3. Browse
Select and Buy

4. Provision

5. Use & consume

Service Template

Service Instance

Solutions Catalog
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Ingredients of a Software Service Template 

Service Template Definition

P
ro

p
er

ti
es

In
terfacesNode Template

…type for…

Node Type

Relationship 
Template

Node Types

Plans

P
ro

p
er

ti
es

Relationship Type

Relationship Types

…type for…

…

*

*

*

Topology Template

Policies
Rules

Topology Template
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… think about Standards … 

How would you ensure the portability of 
a complex cloud application running 
on complex software and hardware 
infrastructure? 

Domain Specific Languages that 
support automated deployment in the 
cloud

Cloud Provider

Physical Resource Layer

Resource Abstraction and Control 
Layer(CIM, OVF)

IaaS -
API’s

Service Layer Cloud 
Service 

ManagementSaaS

PaaS

IaaS

Software as a Service

Platform as a  Service - DSL

Infrastructure as a Service - DSL

TOSCA - Topology and Orchestration Services  for Cloud Applications
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Design time:

1. Design the workload model for a given Data Service e.g. ECM solution
2. Develop a service specific workload and resource topology model
3. Define the workload pattern using a formal service definition language 
4. Define the plans to provision and de-provision resources as required 
5. Define the policies for being able to trigger provisioning & de-

provisioning  plans 

Runtime: 

1. Monitor and collect data into a data mart 
2. Perform data analysis 
3. Predict resource consumption
4. Dynamically explode and implode the resource topology required to 

sustain the workload at  any given time

Steps towards Managed Data Services in the Cloud
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Service Plans & Workload Patterns

Validate 
topology

Provision 
PaaS 

Resources

Provision 
SaaS 

Resources

Create 
Cluster

Provision 
Managed Node

Federate
Node

Deploy
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Provision 
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Agent (IHS)
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Start 
Cluster

Provision IaaS
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Provisioning
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…

*

*
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Node

Initial Topology at  t1

Relationship

Gathering Heuristics

Hard 
stop

Soft 
threshold
- Trigger 
provisioni
ng alert 

Hard stop
SLO no longer  
met

saturation

resp. time degraded
# exceptions too high

resp. time is best

Interactive Workload

Key Performance  Indicators - KPI (Baseline)

Monitor

Rules Engine

Derive Rules

Note: Derive rules that drive provisiong flows. 
Initial prov 20%  -> 80% ..-> 40% dynamic & 
elastic ...

Analyse

Collect

Execute

Topology change: 
Add Node  

Orchestrator

Workload Orchestration
Workload aware placement, 
optimization and operation

Node

Change Topology at  t2

Relationship

Data Mart

…

*

*

*

Business Inventories

Retention
Schedule

Retention 
Requirement

Time Info
Type

Data 
Source

Source/

Target

Archive 
Policy

\

\

Policy Catalog

Predictive 
models

Solution specific Workload  
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Service Plans & Workload Patterns

Add Nodes

Remove Nodes

…

*

*

*

…
*

*
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Node  
…

Node  

…

…
…

*

*

*

Remove  Node  
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…
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…
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Add Node  

Single tenant topology changes based on current workload  Measure
Analyse
Plan
Execute
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Optimizer
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Retention
Schedule
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Requirement

Time Info
Type

Data 
Source

Source/
Target

Archive 
Policy

\

\
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Statistics DB

Rules Engine

Metering

Monitoring
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Service Plans & Workload Patterns Examples

Add Tenant

Remove Tenant
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…

*
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…
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…
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…
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…
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…
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Workloads

T1
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Tn

Note:  Utilization = System Resources Utilized / Max System Resources available
Efficiency = Max possible Utilization

BPL Workflow Engine 
To orchestrate  provisioneing flows
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\

\
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ECM Workload Pattern
a real world example!
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ECM Production Systems Definition

We want to design an ECM production pattern having 
the following characteristics:

Functions & Capabilities: 

Records and eDiscovery Content Management System

Catalog Data Base, Full Text Index, Persistent Storage

Performance & Scale:

• Small is defined in terms of -> 300 concurrent users ; 25K documents per day 
with an estimated resource consumption of :

• Medium is defined in terms of -> 3000  concurrent users,  250K documents per day 
with an estimated resource consumption of :

• Large is defined in terms of: 10000 concurrent users, 500K documents per day
with an estimated resource consumption of :

• Business Continuity: 

• Backup&Restore (BR)   3 month, incremental

• High Availability(HA)  i.e. 99.9%

• Disaster Recovery (DR) RPO = zero data loss; RTO = 1 day  
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Records and eDiscovery Content Management System

• Security Administrator
• Content Administrator
• Operator
• Auditor
• LOB Owner

End User GUI

Files

Images Docs

Global 
Command 

Center

Customer 
Helpdesk 

and 
Support

Compute Cloud Cluster File System  

eDiscovery 
Case, hold 

Mgmt

Database, Application Server & Virtualization Middleware

SFTP 
upload

&
Batch
Load

Secure  
Batch Upload• Legal User

• Records Manager
• IT Owner
• Business

LDAP Integration
Customer Integration 
with Repository APIs

Software as a 
Service

Platform as a 
Service

Infrastructure as a 
Service

Directory

One way sync

Self 
service 
admin
client

Content 
Repository

Search and 
analytics 

Index

End 
user 

clients

Secure Storage

Enterprise Compute Cloud

SMTP 
email 

complia
nce 

archival

Records 
Manager

Reporting

Disposition 
processing

Messaging 
Server

Email journaling

Business & Users

Provider
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ECM PROD Systems Capacity & Sizing Examples

Workload Pattern
(VSP)

#
VI

#
Crs

#
RAM

System Capacity & Sizings  Figures

PROD – Small  w/o HA 4 14 40 A Small PROD System w/o HA is defined in term of:   300    concurrent users;    25,000 documents per day:  
Configuration: VI: 4x; Capacity: 14xCores, 40RAM, Storage: OS: 64GB, Data: 64GB; Content: 32GB  
Service level Objectives (SLO):  Archiving :  25K doc/d ; 25k doc/d  FT indexing; RespoFTE time: CRUDS:   1-3 
sec 

PROD – Small  w HA 8 28 80 A Small PROD System w/o HA is defined in term of:   300    concurrent users;    25,000 documents per day:  
Configuration: VI: 8x; Capacity: 28xCores, 80 RAM, Storage: OS: 64GB, Data: 64GB; Content: 64GB 
Service level Objectives (SLO): Archiving : 25K doc/ d : n/a, 25K doc/ d FT indexing; RespoFTE time: CRUDS:   
1-3 sec 

PROD – Medium 10 24 72 A Medium PROD System is defined in term of:  3000  concurrent users;  250,000 documents per day:
Configuration: VI:10x; Capacity: 24xCores, 72xGB RAM, Storage: OS: 64GB, Data: 64GB; Content: 64GB 
Service level Objectives (SLO):  Archiving : 100K docs/ d , 100K docs/ d  FT indexing; RespoFTE time: 
CRUDS:   1-3 sec

PROD – Large 12 24 72 A Large PROD System Large     - is defined in term of: 10000 concurrent users;  500,000 documents per day:
Configuration: VI:12x; Capacity: 24xCores, 72xGB RAM, Storage: OS: 64GB, Data: 64GB; Content: 64GB 
Service level Objectives (SLO):  Archiving : 0.5m doc /d :, 0.5m docs/d FT indexing:; RespoFTE time: CRUDS:   
1-3 sec 

CFS 2 4 8
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Target ECM System Pattern Sizes
Table shows  sample resource consumption figures by ECM system environment. 

Cores RAM Storage (GB) VI PVU Private Cloud System 

Custom VI # GB OS-HD VAR-HD DB Tbl
Min

FT-HD
Min

Content-HD # # 96 192 384 608

CFS-Storage SRV 4 8 64 64 0 0 500 2 280 24 48 96 152

DEV Sys 4 8 64 64 64 32 32 1 280 24 48 96 152

FVT/SVT Test 10 32 64 64 64 32 32 4 700 10 19 38 61

UAT Test w/o HA 12 36 64 64 64 32 32 5 840 8 16 32 51

UAT Test w HA 24 72 64 64 64 32 32 10 1680 4 8 16 25

SIT Test HAP 24 72 64 64 64 32 32 12 1680 4 8 16 25

Small Prod w/o HA 14 40 64 64 64 128 512+ 4 980 7 14 27 43

Small Prod w HA 28 80 64 64 64 128 512+ 8 1960 3 7 14 22

Medium Prod w HA 24 72 64 64 64 128 5000+ 10 1680 4 8 16 25

Large Prod w HA 24 72 64 64 64 128 10000+ 12 1680 4 8 16 25
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ECM Small PROD System Configuration w/o HA Example

PrivatePublic Private Private

VM- Image

< VSP Type Role=Httpd >

Httpd

Description of the 
Application Topology

Automated 
Deployment 

Scripts

Test Env
Profiles Library

orchestrator

CFS Cluster
CFS Server CFS Server

< shared Storage >

< shared Storage >

VIP :
Http
WAS
App
DB VIP-RM

VIP-LS

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

ECMApp

VM- Image

< VSP Type Role=Dir >

Profile

ADApp

DB Instance

ADDB

WAS Instance
TDS

replication

Private
VIP-TDS

VIP-ICN

HADR/TSA 

RMOS Fileset 
FTE Fileset

CATDB Fileset 
RMDB Fileset

Private network

HADR/TSA 

< Secondary>

< Secondary>

< Secondary>

VM- Image

WAS Instance

Profile Profile

RMApp RMApp

DB Instance

CATDB
active FTE

RMDB
passive

CFS ClientTSM Client

TDS  - IBM Tivoli Directory Server (®
TSA - IBM Tivoli System Automation ®
HADR – IBM DB2 (® HADR 
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PrivatePublic Private Private

VM- Image

< VSP Type Role=Httpd >

Httpd

Description of the 
Application Topology

Automated 
Deployment 

Scripts

Test Env
Variables

orchestrator

VM- Image

< VSP Type Role=Httpd >

Httpd

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

ECMApp

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

ECMApp

CFS Cluster
CFS Server CFS Server

< shared Storage >

< shared Storage >

VIP-RM
VIP-LS

VM- Image

< VSP Type Role=Dir >

Profile

ADApp

DB Instance

ADDB

WAS Instance
TDS

replication

Private
VIP-TDS

VIP-ICN

HADR/TSA 

RMOS Fileset 
FTE Fileset

CATDB Fileset 
RMDB Fileset

VM- Image

WAS Instance

Profile Profile

RMApp RMApp

DB Instance

CATDB
passive FTE

RMDB
active

VM- Image

WAS Instance

Profile Profile

RMApp RMApp

DB Instance

CATDB
active FTE

RMDB
passive

Private network

CFS Client

CFS Client

HADR/TSA 

ECM Small PROD System Configuration w HA Example

Note: Shared storage for the DB, FTE FT-index and the actual content is provided by a CFS VSP cluster. 

TSM Client

TSM Client

VIP :
Http
WAS
App
DB
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PrivatePublic Private Private

VM- Image

< VSP Type Role=Httpd >

Httpd

Description of the 
Solution Topology

Automated 
Deployment 

Scripts

Test Env
Variables

VM- Image

< VSP Type Role=Httpd >

Httpd

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

Portal

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

Portal

CFS Cluster
CFS Server CFS Server

< shared Storage >

< shared Storage >

VM- Image

< VSP Type Role=Dir >

Profile

ADApp

DB Instance

ADDB

WAS Instance
TDS

replication

Private

VIP-TDS

H
A

D
R

/TSA
 

Object Store  DB Fileset 

Private network

W
A

S N
D

 C
lu

ste
r

ECM Medium PROD System Configuration  single profile server 
example

Note: Shared storage for the DB, CSS FT-index and the actual content is provided by a CFS cluster. 

FT Index Fileset 
Content Fileset 

VM- Image

WAS Instance

Profile Profile

SrvApp eDM

DB Instance

OS DBx
active CSS

CFS ClientTSM Client

Cognos DBx
active

Profile

IERApp

Profile

Cognos

VM- Image

WAS Instance

Profile Profile

SrvApp eDM

DB Instance

OS DBx
active CSS

CFS ClientTSM Client

Cognos DBx
active

Profile

IERApp

Profile

Cognos

orchestrator

VIP :
Http
WAS
App
DB

eDM  - IBM eDiscovery Manager (®
IER - IBM Enterprise  Records  ®
Cognos  - IBM Cognos  ®
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PrivatePublic Private Private

VM- Image

< VSP Type Role=RMApp >

WAS Instance

Profile Profile

RMApp RMApp

VM- Image

< VSP Type Role=Httpd >

Httpd

Description of the 
Application Topology

Automated 
Deployment 

Scripts

Test Env
Variables

VM- Image

< VSP Type Role=Httpd >

Httpd

VM- Image

< VSP Type Role=RMApp >

WAS Instance

Profile Profile

RMApp RMApp

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

ECMApp

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

ECMApp

CFS  Cluster
CFS Server CFS Server

< shared Storage >

< shared Storage >

VM- Image

DB Instance

CATDB
active FTE

RMDB
passive

VM- Image

DB Instance

CATDB
passive FTE

RMDB
active

VIP-RM

VIP-LS

VM- Image

< VSP Type Role=Dir >

Profile

ADApp

DB Instance

ADDB

WAS Instance
TDS

replication

Private
VIP-TDS

VIP-ICN

CFS Client

CFS Client

CFS Client

CFS Client

HADR/TSA HADR/TSA 

RMOS Fileset 
RMDB Fileset

CATDB Fileset 

ECM Medium PROD System Configuration split profile server 
example

orchestrator

VIP :
Http
WAS
App
DB

TDS  - IBM Tivoli Directory Server (®
TSA - IBM Tivoli System Automation ®
HADR – IBM DB2 (® HADR 



© 2014 IBM Corporation24

PrivatePrivate

VM- Image

< VSP Type Role=RMApp >

WAS Instance

Profile Profile

RMApp RMApp

VM- Image

< VSP Type Role=Httpd >

Httpd

Description of the 
Application Topology

Automated 
Deployment 

Scripts

Test Env
Variables

VM- Image

< VSP Type Role=Httpd >

Httpd

VM- Image

< VSP Type Role=RMApp >

WAS Instance

Profile Profile

RMApp RMApp

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

ECMApp

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

ECMApp

CFS  Cluster
CFS Server CFS Server

< shared Storage >

< shared Storage >

VM- Image

DB Instance

CATDB
active FTE

VM- Image

DB Instance

CATDB
passive FTE

VIP-RM

HADR/TSA 

VIP-LS

VM- Image

DB Instance

RMDB
passive

VM- Image

DB Instance

RMDB
passive

VIP-RMDB

Public

HADR/TSA 

CFS Client

CFS Client

CFS Client

CFS Client

CFS Client

CFS Client

HADR/TSA 

VM- Image

< VSP Type Role=Dir >

Profile

ADApp

DB Instance

ADDB

WAS Instance
TDS

replication

Private VIP-TDS

VIP-ICN

RMOS Fileset 
RMDB Fileset

CATDB Fileset
FTE Index 

Private

ECM Large Scale PROD System Configuration Example 

CFS  Cluster
CFS Server CFS Server

orchestrator

VIP :
Http
WAS
App
DB
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Single Rack / Single Medium Production System with HA 
Example

Data Center A

CFS 
Tiebreak

DB sync replica  

TSA 

TDS TDS 

TDS TDS 

CFS Server

CFS sync replication

HTTPdHTTPd

DMgrDMgr

HTTPdHTTPd

CFS Server

Content Stored on  
CFS Filesystem

ICN 
WAS Cluster

RM 
WAS Cluster

TDS 
Cluster &

Replication

Rack A

TSM SRV

CFS TSM Backup

RMDB/Active
CATDB/Passive 

FTE&TSS

RMDB/Active
CATDB/Passive 

FTE&TSS

RM Apps
WAS ND
RM Apps
WAS NDRM Apps

WAS ND
RM Apps
WAS ND

ICN Apps
WAS

ICN Apps
WAS
ICN Apps

WAS
ICN Apps

WAS

RMDB/Passive
CATDB/Active 

FTE&TSS

RMDB/Passive
CATDB/Active 

FTE&TSS

RM Apps
WAS ND
RM Apps
WAS NDRM Apps

WAS ND
RM Apps
WAS ND

HTTP 
Cluster

VIP-TDS 

VIP-ICN 

VIP-RM 

1

2

3

4

5

Legend HA Cluster: 
1: Http
2: TDS
3. ICN Apps
4: RM Apps
5: LS 
6: RMDB

VIP-LS 

VIP-RMDB 

DB sync replica  

6

TDS  - IBM Tivoli Directory Server (®
TSA - IBM Tivoli System Automation ®
TSM  - IBM Tivoli Storage Manager ®
HADR – IBM DB2 ® HADR 
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VM- Image

< VSP Type Role=Httpd >

Httpd

VM- Image

< VSP Type Role=Httpd >

Httpd

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

ECMApp

VM- Image

< VSP Type Role=ICN >

Profile

ECMApp

DB Instance

CFGDB

WAS Instance

Profile

ECMApp

CFS  Cluster
CFS Server CFS Server

< shared Storage >

< shared Storage >VIP-RM

VIP-LS

VIP-TDS

VIP-ICN

replication

LS DB Fileset
RMOS Fileset 
RMDB Fileset

ECM PROD System Configuration combining HA&DR over 2x DC
Example  

VM- Image

WAS Instance

Profile Profile

RMApp RMApp

DB Instance

CATDB
active FTE

RMDB
passive

CFS ClientBuck Client

VM- Image

WAS Instance

Profile Profile

RMApp RMApp

DB Instance

CATDB
passive FTE

RMDB
active

CFS ClientBuckClient

HADR/TSA HADR/TSA 

External backup Server

External TSM Server

CFS  Cluster
CFS Server CFS Server

LS DB Fileset
RMOS Fileset 
RMDB Fileset

Data Center 1

Data Center 2

VM- Image

< VSP Type Role=Dir >

Profile

ADApp

DB Instance

ADDB

WAS Instance

VM- Image

< VSP Type Role=Dir >

Profile

ADApp

DB Instance

ADDB

WAS Instance

VIP :
Http
WAS
App
DB

TDS  - IBM Tivoli Directory Server (®
TSA - IBM Tivoli System Automation ®
TSM  - IBM Tivoli Storage Manager ®
HADR – IBM DB2 ® HADR 
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ECM PROD System Configuration combining HA&DR over 2x DC 
Example

DB sync replica  

CFS replication

TSA 

25 KM – sync replication

TDS Replication 

CFS sync replication

Data Center A

CFS 
Tiebreak

DB sync replica  

TSA 

TDS TDS TDS TDS 

TSM SRV

HTTPdHTTPd

DMgrDMgr ICN Apps
WAS

ICN Apps
WAS

CFS Server

Content Stored on  
CFS Filesystem

HTTPdHTTPd

RM Apps
WAS ND
RM Apps
WAS NDRM Apps

WAS ND
RM Apps
WAS ND

RM Apps
WAS ND
RM Apps
WAS NDRM Apps

WAS ND
RM Apps
WAS ND

TSM SRV

ICN Apps
WAS

ICN Apps
WAS

ICN 
WAS Cluster

Data Center B

Rack A Rack B

CFS Server

CFS 
Tiebreak

CFS Server

CFS sync replication

CFS Server

RMDB/Passive
CATDB/Active 

FTE&TSS

RMDB/Passive
CATDB/Active 

FTE&TSS

RM Apps
WAS ND
RM Apps
WAS NDRM Apps

WAS ND
RM Apps
WAS ND

RMDB/Passive
CATDB/Active 

FTE&TSS

RMDB/Passive
CATDB/Active 

FTE&TSS

RM Apps
WAS ND
RM Apps
WAS NDRM Apps

WAS ND
RM Apps
WAS ND

Interactive
Users

RM 
WAS Cluster
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Summary
Software Solutions must be enhanced before 
they can  run as fully managed services in the Cloud.
Key aspects to consider are: 

Business model
 Fully managed service instances
 Self-service model
 Pay per use cost model

Service Delivery
 Fully managed service instances
 Integrated holistic solution approach 
 Data availability 
 Service continuity

Data residency 
 Cross data center (cross – national borders) operations and federate access is among the first 

things to consider

Data security and privacy
 No data co-mingling across tenants boundaries
 Reliable and secure access 
 Encryption of data in transit
 Encryption of data at rest
 Tenant specific key management
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Please note

IBM’s statements regarding its plans, directions, and intent are subject to change or 
withdrawal without notice at IBM’s sole discretion. 

Information regarding potential future products is intended to outline our general product 
direction and it should not be relied on in making a purchasing decision. 

The information mentioned regarding potential future products is not a commitment, 
promise, or legal obligation to deliver any material, code or functionality. Information about 
potential future products may not be incorporated into any contract. The development, 
release, and timing of any future features or functionality described for our products 
remains at our sole discretion.

Performance is based on measurements and projections using standard IBM benchmarks 
in a controlled environment.  The actual throughput or performance that any user will 
experience will vary depending upon many factors, including considerations such as the 
amount of multiprogramming in the user’s job stream, the I/O configuration, the storage 
configuration, and the workload processed.  Therefore, no assurance can be given that an 
individual user will achieve results similar to those stated here.
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