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mn Outline

= JoT cloud systems and engineering principles
* Models and techniques

= Tooling

= Demo

= Conclusions and Future Work
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Elastic loT Cloud systems and
engineering princinples
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mn Scenario

Predictive maintenance company

Offers services for Offers services for big, Offers services for
handling loT Data data analytics complex problem solving
using human experts

.. lll— VYVV999 o
“® | Wb bbbl
: <<control '

=0 w s:sﬁ:r:;i algorithms>> JLass e

loT Cloud Platform Data Analytics Expert Provisioning

I)  platform | M) Platform

<<analyze data>> <<notify possible
problem>>

<<control/configure

sensors>> problems>>

<<send data>>

<<monitor>>

Sensors )
Chillers
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mn Elasticity analytics — observations

= Elasticity of loT elements

» Activate/change sensor deployment/configurations for
required data; changing communication protocols; deploying
new sensors

= Elasticity of cloud platform services
= Deploy/reconfigure cloud services handling changing data

= Elasticity of data analytics

» Switch and combine different types of data analytics
processes and engines due to the severity of problems and
quality of results

= Elasticity of teams of human experts

» Forming and changing different configurations of teams
during specific problems and problem severity

SummerSOC 2015 5




mn Our view on loT Cloud Systems

Application

loT Cloud System

Sensors g Gateways B Load o Event—handling
balancer Web services

Actuators '

The edge: units from Internet of Things The cloud: cloud services

= |oT cloud systems: loT elements and cloud services
= A coherent view atop loT elements and cloud services!

Hong Linh Truong, Schahram Dustdar: Programming Elasticity in the Cloud. IEEE Computer 48(3): 87-90 (2015)
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mn Engineering perspectives

Hong Linh Truong, Schahram Dustdar: Principles for Engineering loT Cloud Systems. IEEE Cloud Computing 2(2): 68-76 (2015)
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mn Principles (1-2)

1. Enable virtualization and composition of loT
components as unit

Selection, composition, pay-per-use

2. Enable emulated/simulated loT parts working
with production cloud services

Symbiotic development and operation

SummerSOC 2015 8



mn Principles (3-5)

3. Enable dynamic provisioning of loT and cloud
service units through uniform marketplaces and
repositories for multiple stakeholders

4. Provide multi-level software stack deployment
and configuration

5. Provide software-defined elasticity and
governance primitive functions for all loT units
and cloud service units

SummerSOC 2015 9



mn Principles (6-7)

6. Provide monitoring and analysis for an end-to-
end view on elasticity and dependability
properties

/. Coordinate elasticity to enable a coherent
elastic execution through the whole loT cloud

systems
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Models & Techniques
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mn Programming Elasticity in loT
Cloud Systems

» Conceptualizing elastic objects for loT elements and
cloud services
* Programming ,the world of elastic objects”
» Developing elastic cloud software

Programming frameworks
and languages for software-
defined elastic services

Deploying and configuring for
elastic object

Monitoring and Analyzing

Elasticity Controlling Elastic Objects

Testing Elasticity ]

Hong Linh Truong, Schahram Dustdar: Programming Elasticity in the Cloud. IEEE Computer 48(3): 87-90 (2015)
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mn Software-defined Elastic Service

How to represent loT elements and cloud services under
the same view?

Elasticity Properties | >onceptual Service Structu Run-time Service Structure
i . iSA
Elasticity Metric je— .
y has ! i / Artifact /A
=l name [} unit i i
s & .
| | runsOn ;
p* +} definedon i | ! sA
Elasticity Boundary ! \V.vav ) ! / Container /L
I . : runsOn
[ metric 'has Service : l isA
|5z upperBoundary : _ : / Platform /L
(=1 lowerBoundary : Is com i runsOn‘L "
definedOn ! i :

tic ElementEéService To aq /Vlrtual Machm%

Elasticity Capability o

I= capabilityType
(£} affectedMetrics
(= expectedEffects

Run-time Relationship

has

»| 5} Hosted-On
(54 Connects-To
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mn Software-Defined loT Units

C Provisioning AP )
A A A
] o . (T . Runtime composition | e
Virtualizing loTs resources under “service oependency | | [ tatesound |
. ’ . . units policies ol |
units” with software-defined API for z | |y Uity N
. . . . . - E;;_ cost-function %
accessing, configuring and controlling units 2 |8 . z %
.,é _g - loT UmtRuntime g GE)
|_|3_ € ._%— m:::;:ir;?ns controllers —%_\‘} é
. . e.g, elasticit z
Composing and creating gateways and | m— |
. . . IoT resource and functionality binding
Vlrtual top0|og|es (Of mUItIpIe gateWGYS) ~ Infrastructure capabilities W

f/i Enmplex software-defined loT un-i‘f\H
|

Provisioning (atomic and composite) units
dynamically and on-demand in cloud and
edge computing environments

J

Stefan Nastic, Sanjin Sehic, Le-Duc Hung, Hong-Linh Truong, and Schahram Dustdar (2014). Provisioning Software-defined loT
Cloud Systems. The 2nd International Conference on Future Internet of Things and Cloud (FiCloud-2014), August27-29, 2014,
Barcelona, Spain.
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I Software-defined machines (SDMs)

for loT

Vertical

domain Storage Cloud Application Data Point Control Point

app“cation & | Management Connectivity Execution Management | Management
Management Environment

middleware : : :
Virtual machine/OS container

Network and storage

[Ethernet [se ][ ]

OEM Field
Module

Virtual machine
[/OS container

sensors/actuators

Hong Linh Truong, Schahram Dustdar: Principles for Engineering loT Cloud Systems. IEEE Cloud Computing 2(2): 68-76 (2015)

SummerSOC 2015 15

DisTRIBUTED SysTEMS GROUP

-

-



mn Information for elastic configuration

We must be able to capture different types of information

Types of information

Performance Rellahlll':]lI Security
Capabilities Properties Prope rties Capabilities
Capabilities J \ Properties
VM VM recovery
Controlles  resource App Network time VM Network firewall
usage | settings
Monitor reBoot failure App | cloud
) behavior image :
th hout VM reconfigure : security
roughpu network | ¥ update update [ECONTigure risks
scale \reconfigure\  response retover impact antVirus firewall Ve
vertically | controller time corrupt ) B tenants
| change resolve data fa;fur_e_ privilege encript  information
horiszc:niteall monitering  incompatible probability USEr data
¥ rate software

Information model

Script-based
RESTful AP
SOAP AP

Gateway/sensor
Container
WebService name )
category :.':.jf.th_-:r" process input - Effect
VirtualMachine output
type
Service Capability Execution
Property 1.* nit 1..*| interface model
% 1--8
Offered 1.7 | service 1.5 | Service Service
N e 3
Sl o instance topology evolution
| sthe .
Identification Relationship Host On
Artifact Connect To
Script Master Of
tar.gz/zip ‘eer Of
type Dockerfile Linear Effect
reference Cloud Image target

Duc-Hung Le, Hong-Linh Truong and Schahram Dustdar, Managing Information for Dynamic Configuration of Elastic 1oT Cloud Systems, June 2015. On

submission
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mn Elasticity primitive operations

Primitive operations: actions can be performed on elastic
objects to change their elasticity states

Elasticity Primitive Operations

Elasticity Capabilities

For the cloud services / \ \

RS Virtual Machine Storage  Management Platform Service API

Change
Reservation

Change

—( Add Memory w ( Add Cores )

Add Container icensi Reconfigure
( Ve Memory) | Y Licensing Scheme Cloud g
"=~ /Change Customize Service

Attach Availability
Smart Caching |\ Region

Platform
Service

| P .
| V(API.scaIeUp(memory,5|ze))

_______________ TAP_I.F_{eEolﬁE u_re_:
| createVM(Flavor) Service(Configy)|
| (API.scaleDown(memory,size)B

'APl.addNewContalner() Y APl.allocatePlatformComponent '
| i iliti - (artifacts,characteristics)
IElas.hclty Capabilities API s

For loT elements Change communication protocols; change sensor
frequency; activating/deactivating sensors,
gateways configuration, etc.
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mn Elasticity Model for Cloud Services

Moldovan D., G. Copil,Truong H.-L., Dustdar S. (2013). MELA:
Monitoring and Analyzing Elasticity of Cloud Service. CloudCom
2013

Elasticity Pathway functions: to characterize the
elasticity behavior from a general/particular view

350
‘f‘?&ﬁ Elasticity Pathway
y ‘::’1‘3‘; ," Quality
| / //‘ )a\ /] Elasticity Space Boundary
A o , u: i *
’l_!‘ ‘?./ ///’)‘A\\ ’; i Quality |- .
‘..-:-;_! . ; A 3 Quality \\\

-~
-~

—“\‘
‘*-.___‘ 7= S\ }\
-..___.h-h ) ‘\ ///;A
S~ N

Elasticity Space ~~--__

=~ Cost

Elasticity space functions: to determine if a el \

~

service unit/service is in the “elasticity behavior” p
SummerSOC 2015 18 - H‘\:




mn Specifying and controling elasticity

Schahram Dustdar, Yike Guo, Rui Han,
Benjamin Satzger, Hong Linh Truong:
Programming Directives for Elastic Computing.
IEEE Internet Computing 16(6): 72-77 (2012)

Basic constructs

= B = A
- - - Runtime needs elasticity

C ey : '
SYBL (Simple Yet Beautiful Language) for prlmltlve opertatlons.
specifying elasticity requirements

Current SYBL implementation
in Java using Java annotations

- 1 @SYBLANNotation(monitoring=,“,constraints=,",strategies=,
SYBL-supported requirement levels 5

Cloud Service Level in XML

<ProgrammingDirective><Constraints><Constraint
name=c1>...</Constraint></Constraints>...</Programm
ingDirective>

as TOSCA Policies

Service Topology Level
Service Unit Level

RelationShip Level <tosca:ServiceTemplate name="PilotCloudService">
<tosca:Policy name="St1"
Prog ramm | ng/COde Level policyType="SYBLStrategy"> St1:STRATEGY

minimize(Cost) WHEN high(overallQuality)

</tosca:Policy>... . i E -

SummerSOC 2015 19
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TOOLS
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Monitoring, Controlling and Testing
loT Cloud Systems

Lightweight analytics Large-scale
and control data analytics

X \————
Load EventHandling
Gateways ‘| balancer [ 7* Web service \ NoSQL
big data

1
hd

Message-oriented | Near-real-time data

. ; Cloud:
Edge: 0T units Cloud services middleware processing

A Deploy. configure, govern,and control A

loT governance Deployment and configuration Monitoring and analytics Elasticity control
(GovOps) (Salsa) (Mela) (rSYBL)

Check:

SummerSOC 2015 21
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http://tuwiendsg.github.io/iCOMOT/demo.html

mn Elasticity Information as a Service

Marketplace scale infout

O Artifact v1 [deploy/removel O Response time constrain cost . .
® Artifact v2 deployiremove| g 11, o,ghput Scalable and extensible runtime
Event frieve deploy Web control
g service system
start/stop ) Dep'nym ent Elastlclt?
installjerase] |define service a0d security] control service
monitaring on/off
| Infrastructure LSO
Service | ——=» Query info.
provider manage attach resources] — Data flow § Message queue broker
® Network © collector :
i D Compute start/stop
[ Q@ Property [ Capability ] @ Storage

Collecting configuration information from
different phases

Multi- cloud
systems

https://github.com/tuwiendsg/ELISE \ (Gateway }—{sensor] -

Duc-Hung Le, Hong-Linh Truong and Schahram Dustdar, Managing
Information for Dynamic Configuration of Elastic IoT Cloud Systems,
June 2015. On submission
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SALSA- Multi-cloud, multi-stack,
complex topologies configuration

» Well-defined APls for manipulating and provisioning objects

=  Support different types of objects, e.g., VMs, OS containers,
services, service containers, loT sensors, and gateways

tory Deployment and Management Elastic [ External service ]

COMOT Cloud Infrastructure Management (DSG) Artifact Repos

A
T e belong to

sawtconroungl I—_0< Topol ugyTemplate > [NnteTempJate: Gateway|

h

DataControllerUnit-0 State{ALLOCATI belong to "=~ _
DataEndTopology S : =1 bﬁ g _— connect to
[NnteTemplate VM ]-(m[ NoteTemplate] Sensor |
DataNodeUnit-0 a StateiALLOCAT\N& ploy
(a) Model of sensor topolegy description in TOSCA

State[ALLOCATING]

QueueUn to'

LocalProcessingUnit-0 S

. Q’npu chiller 5ensob—h—[ Gateway: ElasticloT/MOM )

<Topo: evaporator foulmﬁ}- < Topo: condenser rule >
SlaTE!ALLOCAT\N& I I I i H

1
—{<ensor: ch2a_exv_position) | I —
|

Gateway @

sticloTPlatform

[
I
! sensor:oat ] !
|

State[ALLOCATING]

LoadBalancerUnit-0

EventProcessingTopology
S EvantProcess‘sngUnit-O@

MOMUnit-0 E_'

Data center services

State|[ALLOCATING
State[AL LOCAT\bﬁi

State[ALLOCATING!

—{sensor: chw _supply temp !

sensor: fcu ffl set point }——
|—[;ensur feu ffl_space_temph——

[

VM: sensorvM 1

sensor: different_oat_templ
’—( sensor:motor status  |—-

[

WM: sensorVM2 ]— ________

(b) Example of a description for sensors of a chiller system

Sensors

https://github.com/tuwiendsg/SALSA

SummerSOC 2015
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mn High level elasticity control

#SYBL.CloudServiceLevel B
Cons1: CONSTRAINT responseTime <5 ms | EventProcessingUnit T2STRATEGY CASE responseTime < 10ms
ConSZ: CONSTRAINT responseTime < 10 ms EventProcessmgTopologyg\ — AND avgThroughput < 200 operations/s:scalein;
WHEN nbOfUsers > 10000 =
Str1: STRATEGY CASE fulfilled(Cons1) OR @ OO TRANT respensetime <30 ms
fulfilled(Cons2): minimize(cost)

QueueUnitg\
#SYBL.ServiceUnitLevel - -
Str2: STRATEGY CASE ioCost < 3 Euro : Wlcvirggessnalni g
maximi ze( dataFreshness ) §1-STRATEGY CASE avgBuferSize < 50 :scalein

#SYBL.CodeRegionLevel |
CO ns4 : CO N STRAI N T d ataAcc u racy>90 0/o DataControllerUnit 5
AN D cost<4 Eu ro DataEndTopology g:rtaNodeUnit Sﬂ :STRATEGY CASE cpuUsage < 40 %:scalein;

https://github.com/tuwiendsg/rSYBL

Georgiana Copil, Daniel Moldovan, Hong-Linh Truong, Schahram Dustdar, "SYBL: an Extensible Language for Controlling
Elasticity in Cloud Applications", 13th IEEE/ACM International Symposium on Cluster, Cloud and Grid Computing (CCGrid),
May 14-16, 2013, Delft, Netherlands
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Elasticity space and pathway analytics

QueueUnit '

@ Requirement

Gateway ,

LocalProcessingUnit
239 [ bufferSize (#) ]
239 [ avgBufferSize (#) |

1.75 [ cpulsage (%) ]
0.24 [ cost ($/h) |

DataControllerUnit :
DataNedeUnit '

“asticlaTPlatform

1.4[ cpullsage (%) ]
0.24[ cost ($/h) |

LoadBalancerUnit '

EventProcessingTopology

- nnas3rn

EventProcessingUnit :
https://github.com/tuwiendsg/MELA

10.99.0.50

1.8[ cpullsage (%) ]
1[ instances (#) |
0.12 [ cost () ]

10.99.0.46

239 [ bufferSize (#) |

239 [ avgBufferSize (#) |
1.7[ cpulsage (%) ]
1[instances (#) ]

0.12[ cost(3) ] 10.99.0.18

1[ cpulsage (%) |
1 instances (#) ]
0.12 [ cost (5) ]

10.99.0.20

1.8[ cpullsage (%) ]
1[instances () ]
0.12 [ cost (3) |

. MUST BE LESS THAN [80.0] 10.99.0.43

0 [ connectionRate (#) ]
5.7 [ cpullsage (%) |

1[ instances [#) |

0.12 [ cost (3) |

10.99.0.40

1[ avgPendingRequests (#) ]
1[ totalPendingRequests [#) |
2.6 [ cpullsage (%) ]

25 [ respenseTime (ms) |

2 [ throughput (£/s) |

2 [ avgThroughput (#/s) ]

1[ instances [#) |

LR LT

6150.2002 [ bytes_in (bytes/sec) ]
98.2 [ cpu_idle (%) ]

1303.6 [ bytes_out (bytes/sec) ]
0.0071 [ dataTransfer (MB/s) ]

1[ instance (%) ]

239 [ bufferSize (number) |
6208.2998 [ bytes_in (bytes/sec) ]
974.65 [ bytes_out (bytes/sec) ]
98.3 [ cpu_idle (%) ]

0.0069 [ dataTransfer (MB/s) ]

1[ instance [#) ]

. MUST BE LESS_THAN [200.0]

5742.7998 [ bytes_in (bytes/sec) |
2119.3999 [ bytes_out (bytes/sec) ]
99 [ cpu_idle (%) ]

0.0075 [ dataTransfer (MB/s) ]

1[ instance (#) ]

6656.9902 [ bytes_in (bytes/sec) |
1098.12 [ bytes_out (bytes/sec) ]
98.2 [ cpu_idle (%) ]

0.0074 [ dataTransfer (MB/s) ]
1[instance (#) ]

0 [ connectionRate (ne) ]
4288.8999 [ bytes_in (bytes/sec) |
760.4 [ bytes_out (bytes/sec) ]
94.3 [ cpu_idle (%) ]

0.0048 [ dataTransfer (MB/s) ]

1[ instance (#) |

2 [ throughput (#) ]

6350.75 [ bytes_in (bytes/sec) |
97.4 [ cpu_idle (%) ]

1880.33 [ bytes_out (bytes/sec) ]
25[ responseTime (millisecends) |
1[ pendingRequests (#) ]

0.0078 [ dataTransfer (MB/s) ]

1[ instance (#) ]

£33 IANT T bk in fhadberlensd 1

Daniel Moldovan, Georgiana Copil, Hong-Linh Truong, Schahram Dustdar, "MELA: Elasticity Analytics for Cloud Services", International Journal of Big

Data Intelligence, 2015, Vol. 2, No. 1
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= (Governance capabilities:
= Any function that ,manipulates” an loT cloud resource
» Building blocks of operational governance (GovOps)

Processes

rtGovOps — Governance
capabilities

= Executed ,inside” software-defined machines (SDMs)
= (Governance processes/strategies

= Functional configuration

= Performance
* Uncertainty study
= Risk study

https://github.com/tuwiendsg/GovOps/

“Capabilityid
ROME+Version

Capa hil'ltl,.' Package |—

5mm:-

[ e,

_;1

I software-defined |
|H:-T unit [2.g., garewa',':ll

[ ———

Provisioning Install
directives 4[: Uninstall
Executable
(e.g. binary, sh) Mapping model |
Config. model | HW requirements |
Runtime depandencias |
Meta-info.

APis |

Stefan Nastic, Michael Végler, Christian Inzinger, Hong-Linh Truong, Schahram Dustdar, "rtGovOps: A Runtime Framework for Governance in Large-
scale Software-defined loT Cloud Systems", The 3rd IEEE International Conference on Mobile Cloud Computing, Services, and Engineering, 2015
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ICOMOT -- Toolsets and actions for
loT Cloud Systems

iCOMOT

Cloud Offerings Run-time Reconfiguration

Cloud Provider Paas

v, ) .<<uses<> <>deploys/manages . SALSA )
™| ™ LoadBalancer/ YV sfiicfﬁ—/ asticity Control IE il l

ETE ‘T : '
/ Network A YBL | ’ Single/Multi Cloud
< <provides>>|Cloud Storage / pix  1aaS < <controls>> ™ 1' S g L Elastic Data Center
< <provides>> < <manages s
' | L o ) requirements> > | flesent \/
Badancee Sesors 1 Developer T
Load Balan S -
% | oS S ooz <<matre=>—~_MELA_ /
T Naglos Sl
Third Distributed Communication < <provides> > GOVO'DS JC&ampi?ﬁ! || A
Ird-party Storage  Middleware - | < <uses> > < <enforces> T ’ Monitorin
Developer . . Sensors g
Elastic Components Repository _ Gateways
L
Governance

http://tuwiendsg.github.io/iCOMOT/

Hong-Linh Truong, Georgiana Copil, Schahram Dustdar, Duc-Hung Le, Daniel Moldovan, Stefan Nastic, "iICOMOT — a Toolset for Managing loT Cloud
Systems", 16th IEEE International Conference on Mobile Data Management, 15-18 June, 2015, Pittsburg, USA. (Demo)
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http://tuwiendsg.github.io/iCOMOT/

DEMO
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mn Conclusions and Outlook

= Engineering loT cloud systems
= Deal with complex loT elements and cloud services

= Coordinating elasticity across loT platforms and
cloud platforms is needed

= Engineering an end-to-end elasticity for loT cloud
systems needs a complex set of tools

= Ongoing work
» Coordinated elasticity control for people and data
elasticity in IoT cloud systems (ICSOC submissions)

= Using iCOMOT to support testing, privacy/risk and
uncertainty studies for loT cloud systems

» Data elasticity management in loT cloud systems
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Thanks for your
attention!

Questions?

Hong-Linh Truong

Distributed Systems Group
TU Wien

dsg.tuwien.ac.at/research/viecom
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