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Taming the AI Monster

Monitoring of

Individual Fairness for

Effective Human Oversight



The 

explosion of opportunities 

for software-driven innovations 

comes with an 

implosion of human opportunities and capabilities

to understand and control these innovations.
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Example – Software Doping



Emission Cleaning by Volkswagen

Êmission cleaning: enabled disabled, irreversible 

pairs of piecewise 

linear functions

Contag et al.: How They Did It: An Analysis of Emission Defeat Devices in Modern Automobiles. SP 2017. 

Domke and Lange: The exhaust emissions scandal ("Diesel-gate"). Chaos Communication Congress 2015.



Emission Cleaning by Others



NEDC vs. NEDC'

NEDC emissions

NEDC' emissions

mg/kmkm/h



Software Cleanness – a general expectation

Similar inputs lead to similar outputs.Our cleanness mantra is: 

A software is doped if and only if it is not clean.



Robust Cleanness
reactive

deterministic

Contract

standard inputs

distance function for inputs,

distance function for outputs,

threshold for output distance

threshold for input distancee.g.,

For all               ,              and           .  If                                  for all          ,   then . 
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Robust Cleanness
sequential

nondeterministic

l-robust cleanness    +     u-robust cleanness      ≈      Hausdorff-based robustcleanness
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Robust Cleanness
sequential

nondeterministic
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13

For all                 and           .  If                      ,   then .

Hausdorff distance





Analysis

Cleanness is an 

observation-based property 

for, e.g., 

We know a model that defines 

➔ Model-Checking

White Box

We know a subset              of the system's behaviour

➔ Testing or Monitoring

Black Box



Testing, classically

3: Drive the test cycle

between 30 mins and 1 day for one test cycle

1: Invent a test cycle

approx. 1 day per test cycle

2: Fix the car on a chassis dynamometer, attach an 

emissions measurement device, calibrate it, ...

approx. 1 hr



Probabilistic Falsification

Abbas, Fainekos, Sankaranarayanan, Ivancic, Gupta: Probabilistic temporal logic falsification of cyber-physical systems. ACM Trans. Embed. Comput. Syst. 2013.

Temporal Logic e.g., Signal Temporal Logic (STL)

Semantics: system trace

time point

STL formula

Semantics: system trace

time pointSTL formula

robustness estimate

Temporal Logic e.g., Signal Temporal Logic (STL)

Quantitative Semantics

local minimum global minimum

Falsification by optimisation:



Robust Cleanness in Temporal Logic
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Robust Cleanness 

in HyperSTL

Robust Cleanness

 in STL

reasoning about two traces simultaneously

Automated Test 

Cycle Generation



LolaDrives

On-Board Diagnostics (OBD) Smartphone

LolaDrives App
➔ Originally for Real Driving Emissions Tests

➔ Can replace the external NOx emissions measurement device

OBD  Bluetooth Adapter



Prediction of emission behaviour
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Binning of pairs of speed and acceleration



An Integrated Testing Approach



A synthetic test input
NEDC emissions (NOx): 86 mg/km

Generated emissions (NOx): 182 mg/km

Audi A6 Avant (2020)
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A synthesised test input



Example – Software Doping
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high-risk system
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AI Act

Regulates the use of AI in Europe.

Final signature on June 13, 2024.

Publication expected soon:

Official Journal of the European Union

Is about “risks” and about “AI systems”.

(Spin is inherited from regulatory texts on product safety.)



AI System? 
An AI system can infer how to generate outputs from inputs or data. 

predictions, content, recommendations, or 

decisions which can influence physical and 

virtual environments 

AI systems have some degree of independence of actions from human involvement 

and of capabilities to operate without human intervention.

Inference by

• machine learning approaches 

that learn from data how to achieve certain objectives, or  

• logic- and knowledge-based approaches 

that derive from encoded knowledge or 

from symbolic representation of the task to be solved. 
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AI Risks
The Pyramid



• A compiler for a high-level programming language 

regardless of its (potentially excessive) complexity, 

used to compile the code to run an airbag controller.

• A purely logic-based system that can infer how to decide 

whether the airbag inside some car has to ignite.

• A purely logic-based system that can infer 

whether the airbag inside some car has to ignite.

• A system where machine learning from past accident 

characteristics has been used to infer how to decide 

whether the airbag inside some car has to ignite.

AI

AI

AI

AI

X
X

AI System? High Risk?

high risk 

high risk

high risk 

high risk



No

Is it 

prohibited?

Art. 6, Annex I and III

Working 

on an AI 

system?

In scope, no 

exemption?

Working 

on a GPAI 

model?

In scope, no 

exemption?

EU AI Act 

does not 

apply.

GPAI model obligations 

apply.

Art. 51-56

No further 

obligations.

Requirements for high-risk 

AI systems apply.

Art. 8-15

Consider transparency 

obligations. 

Art. 50

Yes

Art. 2

Yes

No
Art. 3(1), (66)

Yes
Art. 2

No

No

Yes

Yes

Art. 5

No

Yes

No

Art. 3(1)

Yes

You are (part of) a provider as defined by Art. 3(3) of the EU AI Act.

Art. 2

Ban on 

AI system.

Art. 3(63)

No

Apart 

from that

Intended to 

(also) serve high-risk 

purpose?

Integrating 

GPAI model into AI 

system?



“Risks for health, safety and fundamental rights of persons.“

AI Act for the Working Programmer: High Risk



AI Act for the Working Programmer

Art 9: Risk management

Art 10: Data and data governance

Art 11: Technical documentation

Art 12: Record keeping

Art 13: Transparency and provision of information to users

Art 14: Human oversight

Art 15: Accuracy, robustness and cybersecurity



Art 14: Human oversight

Human Oversight: Article 14 



Effective Human Oversight



Article 14: Human Oversight 



Article 14: Human Oversight 



Facilitators and Inhibitors of Effectiveness
⚫ 



Facilitators and Inhibitors of Effectiveness
⚫ 



Technical Aspects of Effectiveness



Technical Aspects of Effectiveness
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high-risk system

Human Oversight
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Example – Individual Fairness Data about a human

Scoresequential, deterministic

Black Box

 

high-risk system

Human Oversight



Robust Cleanness

Contract

standard inputs

distance function for inputs,

distance function for outputs,

threshold for output distance

threshold for input distance
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For all                 and           .  If                      ,   then . 

sequential, 

deterministic



Baseline: Lipschitz-Fairness

• dIn and dOut related by a constant L

• ranges over all input pairs

• monitorability is problematic

Dwork C, Hardt M, Pitassi T, Reingold O, Zemel R. Fairness through awareness. ITCS 2012. 

sequential, 

deterministic

For all 



Individual Fairness 
sequential, 

deterministic

For all 

… assuming a Fairness Contract

• dIn and dOut related by means of a function

• distinction of actual vs. synthetic inputs 

• monitorable, if      is finite
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Fairness Aware AI System
sequential, 

deterministic

Data about a human

Score

For all 



Fairness Aware AI System
sequential, 

deterministic

Data about a human

Score

For all 



Fairness Monitoring

For all 

Fairness score – Robustness estimate 



Fairness Monitoring

For all 

Fairness score – Robustness estimate 



Cases of Unfairness

Individual scores worse 

than synthetic counterpart.

Individual scores better 

than synthetic counterpart.

No unfairness detected.



In Practice

Eugene Alexa John

Score: 0.5

Score: 0.9

Score: 0.7

Rainbow University

Score: 0.6

Snow University

Poor Grades

Trump University

Same Poor Grades

Saarland University

Score: 0.4
Score: 0.75

Very similar to Eugene

The score should 

be greater than 

0.5...
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