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AI is eating the world



AI is eating the world

estimated at 300B



For 6.5 billion dollars

“Company with no business plan buys company with no product”



                                                           or 700 SE humans

Builder.ai

raised $450 million and 
achieved a valuation of $1.5 
billion 

reportedly owes $85 million to 
Amazon and $30 million to 
Microsoft in unpaid cloud 
services

AI for software engineering

promised to make software 
creation "as easy as ordering 
pizza"
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much more sustainable than real AI…

on the other hand
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ChatGPT recently attracted vast attention in and outside
the research community for its conversational abilities that
mimic human ones exceptionally well. At the heart of sys-
tems like ChatGPT are Large Language Models (LLM).
These models, rooted in deep neural networks, have the abil-
ity to predict the next textual token in a series of tokens based
on statistical occurrences in extremely large data sets [1].
When the models are sufficiently big and well-tuned, one
observes the “unreasonable effectiveness of data” [2] in how
the systemgenerates perfectly intelligible and believable sen-
tences. Such ability to have human-like conversations with a
software system is both stunning for the quality of the conver-
sation and mind-blowing in terms of the potential impact on
society and the job market in particular [3, 4]. There is con-
troversy on whether or not such systems manifest forms of
artificial intelligence. Researchers at Microsoft, for instance,
attribute signs of intelligence to the current fourth version
of Generative Pre-trained Transformer (GPT-4), which is in
development at the time of writing [5]. Some authors have
successfully solved Theory of Mind tasks using such tools.
Kosinski reports a success rate of 95% using GPT-4 in solv-
ing false-belief tasks. Other authors are more careful with
the excessive anthropomorphization of ChatGPT-like sys-
tems [6, 7].What is sure is that the embedding of anLLM into
a system makes it a very powerful tool. Of interest to us in
this editorial is the LLM capability to generate programs [8]
and its potential impact on Service-Oriented Computing and
Applications.

The problem of automated service composition is central
to the field of Service-Oriented Computing and Applica-
tions [9]. Seamless, unsupervised, automated composition of
services available on a network is a potent way to build adap-
tive information systems. It is the idea that one can execute
any task relying on multiple, loosely coupled services, pos-
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sibly without prior knowledge of such services. This would
guarantee that virtually any task can be executed by relying
on third-party implementations and resources.

Such a vision of automation is rooted in the fields of
software engineering and component-based software engi-
neering. It emerged in a fervent moment of technological
evolution. At the beginning of the century, the Internet was
becoming pervasive, and the Web emerged as a central tech-
nology also for businesses. Every company was moving
toward having a Web presence, which also meant having
a web server with a port always open as a gateway to their
enterprise information systems [10]. Standardized interoper-
ation was also emerging as the Web language HTML was
being stripped of its layout and presentation aspects and
turned into a platform-agnostic data description language,
XML. Specific dialects of XML were proposed to describe
wiring of messages for remote interoperation (SOAP), for
describing services (WSDL), for describing service orches-
trations (BPEL), and service discovery infrastructure was
also proposed (UDDI) [11]. The core pattern behind using
such technology is that services are published, then they can
be discovered, and once found, they can be interacted with
(publish-find-bind).

The technological availability of XML-described services
inspired many researchers to propose techniques for achiev-
ing automated service composition, see [12] for an early
survey of the systems. One of the biggest challenges that
emerged from the beginning was the necessity to under-
stand what a service was capable of by simply looking at
the signature of its interfaces. While the format and type of
the exchange data are declared, the service’s actual imple-
mentation and business goals are unknown to the service
composition engine. This means that either the proposed sys-
tems were just doing syntactic matching of the interfaces but
could not really provide guarantees of what the composition
would do, or some additional semantic information regarding
the services had to be (manually) provided. Both the syntactic
and the semantic approaches would prove to have drawbacks
that made the proposals inapplicable in practice. However,
the road of providing additional semantics to the service
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AI is transforming the global labor market, signaling 
a shift where jobs are both displaced and newly 
created. But is it really creating enough new jobs?

Technological advancement brings new entre-
preneurial opportunities and has the power 
to revolutionize markets. In doing so, jobs can 
be swapped away, considerably downsized, or 

deeply changed. The neoclassical view on technological 
advancements postulates that whenever a certain type 
of job is made useless by technological innovation, new 
jobs appear on the market to compensate for the loss, pos-
sibly after a painful transition.! If the Second Agricul-
tural Revolution finally resulted in workers moving from 
the fields to the factories, the end of the First Industrial 
Revolution marked the shift of work from being avail-
able in factories to being in offices. Usually, the number 
of office jobs created was greater than those lost. These 
revolutions brought economic growth in terms of average 

income per person and gross domestic product (GDP). Up 
until recently, economic growth has guaranteed that 
labor markets have many new opportunities and that 
unemployment rates are low during periods of growth. 
Now, though, things appear to be different, as pointed 
out by several economists (for example, Paul Krugman2) 
and computer scientists (see Moshe Vardi!!). Such a view 
is often referred to as Neo-Luddist, as a reference to the 
movement of English textile workers who, in the early 
!800s, started threatening mill owners and destroying 
machinery in a fight to keep their factory jobs.

Starting from the assumption that we are currently 
experiencing the Fourth Industrial Revolution, which is 
fueled by the rapid advancements in AI, machine learning, 
robotics, and the Internet of Things, what are the current 
opportunities in terms of jobs and entrepreneurship, and 
also, what are the risks in terms of the global labor mar-
ket? In the present article, I will explore these threats and 
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(57) Zusammenfassung: Die Erfindung betrifft Verfahren zur 
Nutzung von zum Designzeitpunkt einer Fahrzeuganwen-
dung (3), für diese unbekannte neue Systemdienste 
(S31,...,S3n) zur Lösung einer Serviceanfrage. Dazu wird 
eine Serviceanfrage formuliert, welche zusammen mit kei-
ner oder wenigstens einer Eingangsgröße für die System-
dienste (S31,...,S3n), einer Definition des Formats dieser 
Eingangsgröße und einer Definition der erwarteten Antwort-
größe an ein Rechensystem (6) übermittelt wird. Unter Zuhil-
fenahme eines Basismodells (FM) werden dort:
a) die zu der Serviceanfrage (5) passenden Systemdienste 
(S41,...,S4n) und die zu der Serviceanfrage (5) passende 
Reihenfolge dieser Systemdienste (S41,...,S4n) festgelegt,
b) die wenigstens eine Eingangsgröße - wenn vorhanden - 
in ein zu den Eingabeparametern des wenigstens einen ers-
ten Systemdienstes (S41,...,S4n) passendes Parameterfor-
mat gebracht,
c) eine Konvertierung der von dem oder den Systemdiens-
ten (S41,...,S4n) zu erwartenden Ausgangsparameter in die 
Antwortgrößen festgelegt.
Das Ergebnis wird zu einem Quellcode (10) zusammenge-
stellt, welcher zur Durchführung der Serviceanfrage an die 
Fahrzeuganwendung (3) übermittelt wird. Diese führt die 
Serviceanfrage (5) dann unter Nutzung des Quellcodes 
(10) durch. 



©Marco Aiello, 2025

Service Composition
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Definition

The Case of Service Composition

Service Composition is the process of integrating independent looslely 
coupled services starting from a user request based on the ones available 
in the execution context. The services communicate over a network and 
are modular, allowing for flexible and dynamic composition. The 
orchestrator is responsible for coordinating the service composition. 
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Service Composition as AI Planning

• Artificial Intelligence Planning and Scheduling is a branch of Artificial Intelligence 
devoted to the study of algorithms and systems to empower intelligent agents with the 
ability to pursue their goals. 

• Goal: a description of the state of the world to realise 

• Plan: an algorithm that describes how to reach a goal state 

• Environment: a system the state of which can be sensed and changed by the planning actor

user request 

a composition to orchestrate 

APIs, service states, domain knowledge
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Large Reasoning Models
• A neural network-based model optimized for multi-step logical and symbolic reasoning 

• Trained on heterogeneous datasets: natural language, formal logic, math, code, and 
multimodal inputs 

• Excels at structured problem-solving via in-context learning, chain-of-thought prompting, 
and tool augmentation 

• Designed to perform algorithmic reasoning, planning, and hypothetical simulation 

• May incorporate external memory, RAG, or tool use (e.g., calculators, search APIs, 
WolframAlpha) 

• Good for: automated theorem proving, scientific discovery, decision support, etc.
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Large Action Models
• A parameter-rich neural policy model trained to map from high-dimensional observations and goals to 
action distributions 

• Leverages transformer-based architectures for sequence modeling of action trajectories 

• Operates over state-action-return triples (or variations) for temporal credit assignment and long-horizon 
planning 

• Trained via offline reinforcement learning, behavior cloning, or trajectory-level supervision from expert 
demonstrations or synthetic data 

• Can ingest multimodal inputs and output low-level control signals or symbolic action commands 

• Supports zero-shot generalization across tasks via goal-conditioning, prompting, or language grounding 

• Frequently deployed in embodied agents, robotic manipulation, navigation, game environments, and tool 
use contexts
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Concluding remarks
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Reflection on Initial Steps 

• LLM, LRM, LAM can cover various aspects of Service Composition 

• Promising technologies with some known and yet unknown limitations 

• See you at SummerSOC 2026 for more
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