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‘Company with no business plan buys company with no product’
For 6.5 billion dollars
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promised to make software

BUﬂdef al creation "as easy as ordering

Al for software engineering or 700 SE humans  °“*°

raised $450 million and
achieved a valuation of $1.5
billion

reportedly owes $85 million to
Amazon and $30 million to
Microsoft in unpaid cloud
services
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on the other hand

much more sustainable than real Al ..

To estimate the daily electricity consumption for 700 people:
e Annual per capita consumption: 1,395 kWh

* Daily per capita consumption:
1,395 kWh + 365 days = 3.82 kWh/day

* Total for 700 people:
3.82 kWh/day x 700 people = 2,674 kWh/day

©Marco Aiello, 2025
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= The Al Revolution
= and the Future of &
= Work: Threats and §
' Opportunities H™

Marco Aiello®, University of Stuttgart

Al is transforming the global labor market, signaling

a shift where jobs are both displaced and newly

created. But is it really creating enough new jobs?

echnological advancement brings new entre-
preneurial opportunities and has the power

e revolutionize markets. In doing so, jobs can

d away, considerably downsized, or

deeply (hanged ‘The neoclassical view on technological
advancements postulates that whenever a certain type
of job is made useless by technological innovation, new

. pos-

sibly after a painful transition." If the Second Agricul-
I Revoluti

the fields to the factories, the end of the First Industrial

Revolution marked the shift of work from being avail-

able in factories to being in offices. Usually, the number

of office jobs created was greater than those lost. These
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income per person and gross domestic product (GDP). Up.
until recently, economic growth has guaranteed that

labor markets have

many new opportunit

and that

unemployment rates are low during periods of growth.
Now, though, things appear to be different, as pointed
out by several economists (for example, Paul Krugman’)
and computer scientists (:zs Mmm vm;“] Such a view

is often referred t
‘movement of Eng
1800s, started th
machinery ina fig

Starting from |
experiencing the
fueled by the rapid
robotics, and the I
opportunities in tc
also, what are the
ket? In the present
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IEEE TRANSACTIONS ON SERVICE COMPUTING

A Paradigm Shift in Service Research:
The Case of Service Composition

A Challenge for the Next 50 Years
of Automated Service Composition

Marco Aiello®)®
Department of Service Computing, TAAS, University of Stuttgart, Stuttgart,
Germany

marco.aiello0iaas.uni-stuttgart.de

Abstract. Automated Service Composition emerged as a promising
arca of rescarch at the beginning of the century. After twenty years,
it appears to have reached a stagnating state where only little progress
is made. In the present vision paper, I propose a challenge for automated
service composition to be achieved in the next 50 years. I set a scene in
2052 that service composition should be able to handle by then. Finally, T
draw a parallel with autonomous driving to identify the major milcstoncs
in the quest to fully autonomous service composition systems,

Keywords: Automated Servic
Computing « Maturity Levels -

Composition - Service-oriented
rtificial Intclligence Planning

1 The Promises of Automated Service Composition

Automated rofers to systems that utilize distributed, discrete
units of software by orderly invoking their execution with the goal of satisfying
& set of user-defined specifications. The core idea is as old as the field of software
engineering. In fact, as soon as software was complex enough o require artisan
talent and engincering techniques, the intuition of using modular designs came
about. Instead of writing code for every subtask, one could reuse parts of existing
code, possibly resident remotely on a network. To make things simpler for the
developer, the input /output syntax of these parts must be precisely specified in
order to enable composition. These were the first steps in the direction of mammal
software composition and, with the subsequent advent of software services as
units of invokable functionalities, of service composition.

1.1 A Parallel with the Automotive Industry

' try and the process of driving a car will help
mposition evolution. Since the first ‘ride’ of
have been manually steering their vehicles
- With the passing of time, more automation

driver, such as synchronised gear shifting,

Springer Nature Switzerland AG 2022
740, pp. 635643, 2022,

Marco Aiello, Senior Member, IEEE
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The discussion_provides insights into emerging opportunities,

limitations, and research directions, emphasizing the need to

rethink service composition in the era of Al-driven automation.

Index Terms—Service Composition, LLM, Philosophy of Sci-
ence

1. INTRODUCTION

Are we in the midst of a paradigm shift in Service Com-
puting and, more generally, in Computing? As one does these
days, to answer this question, I tum to prominent LLMs
available online and ask the question. ChatGPT has more
arguments in favor of saying that we are; Gemini is unsure
and states that “the jury is out,” and finally, Perplexity answers
with a definite yes. But when can we say that a paradigm shift
has oceurred?

The term dates back o the best-selling book on the phi-
losophy of science by Kuhn [1]. In his view, paradigm shifts
mark moments when established science practices are replaced
by new models and frameworks that redefine an entire field
From analyzing the history of natural science, Kuhn posits
that science is cyclic, one phase of which is characterized
by rapid and disruptive shifts marking the beginnings of new
cras. Preliminary to the shift phase i a crisis one, in which th
discipline under transformation is characterized by animated
debate and the recurring to philosophy to frame the disruptive
novelty. Such debate appears to be very current in our field,
where, on the one side, a number of researchers identify
elements of general intelligence and the ability to reason about
reasoning (i.c., possessing & theory of mind) in current LLM
systems [2], (3]. On the other hand, others are skeptical of their
actual learning abilities. Noam Chomsky, well-known for his
pioneering work on grammars, objects that LLMs do not learn
grammar and do not learn as a human child would [4). Others
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point out that LLMs utter statements without having a model
of truth, ultimately “bullshitting” [5]. Either way, the current
advancements in Al have taken our field and that of scientific
research by storm. In the last 12 months, the number of papers
posted on arxiv.org that have the term LLM or GPT in the title
has reached almost 10,000 units; and Al use in research has
seen rapid tenfold growth in all fields (6].

I1. SERVICE COMPOSITION: THEN AND NOW

To make things more concrete, let me focus on service
computing and the central problem of service composition,
a field I have been active in for more than two decades.
The idea of service composition is that functionalities of all
kinds are available via standard interfaces on a network and
can be used anytime on a per-need basis to create dynamic,
scalable, QoS-aware, added-value systems and services [7] [8].
The first works on this problem appeared at the beginning
of the century, with Artificial Intelligence Planning as one
of the preferred tools to achieve it [9]. The AI planning-
based solutions, while very elegant, are brittle To function,
the systems need semantic annotations and significant human
crron © pmvldc tilor-made knowledge in ddiion 1o the
iy of the services. These types of solutions had a
il desuny 10 that of the Semantic Web. They were nice
in theory, but there was 100 much handwork to be adopted. It
should be noticed that the compositions so made are correct by
design, as one can prove that the composition is a realization
of the formal specifications provided by the user, e.g., [10],

LLMs can also be used to create service compositions. One
can express a goal in nawral language and ask 1o produce
orchestrations [11]. Initial results show great promise as the
LLMs are capable of generating syntactically correct code,
the logic of which represents the composition requested well.
Though the output is not necessarily executable, requiring
‘manual intervention, especially for hallucinated APIs. Here,
we see the first differences in the current shift. Traditional
approaches to service composition require a great deal of effort
in designing the architecture, providing domain knowledge in
4 formal way, and being applicable o specific domains. In
addition, the system could only be designed and used by highly
specialized experts. In contrast, LLM-based approaches are
generally applicable given their foundation models, require no
encoding of domain knowledge, and can be broadly applied
without modifications. Furthermore, non-experts can use them
10 a large extent. The major drawback s that the solutions are
not necessarily correct and ready o run.

Looking more in detail at how service composition ar-
chitectures are changing between traditional approaches and
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Service composition in the ChatGPT era

Marco Aiello’ - liche Georgievski'
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ChatGPT recently attracted vast attention in and outside
the research community for its conversational abilities that
mimic human ones exceptionally well. At the heart of sys-
tems like ChatGPT are Large Language Models (LLM).
These models, rooted in deep neural networks, have the abil
ity to predict the next textual token in a series of tokens based
on statistical occurrences in extremely large data sets [1].

(Gheck for
updates

sibly without prior knowledge of such services. This would
guarantee that virtually any task can be executed by relying
on third-party implementations and resources.

Such a vision of automation is rooted in the fields of
software engineering and component-based software engi-
neering. It emerged in a fervent moment of technological
evolution. At the beginning of the century, the Internet was

When the models are sufficiently big and well-tuned, one
observes the “unreasonable effectiveness of data” [2] in how
the system perfectly intelligible and believabl
tences. Such ability to have human-like conversations with a
software system is both stunning for the quality of the conver-
sation and mind-blowing in terms of the potential impact on
society and the job market in particular [3, 4]. There is con-
troversy on whether or not such syslcms manifest forms of
artificial i i at for instance,
attribute signs of intelligence to the current fourth version
of Generative Pre-trained Transformer (GPT-4), which is in
development at the time of writing [5]. Some authors have
successfully solved Theory of Mind tasks using such tools.
Kosinski reports a success rate of 95% using GPT-4 in solv-

false- bellef tasks. Other authors are more careful with

R e o oo e e

sen-
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makes it a very powerful tool. Of interest to us
(hl.s eduorml is the LLM capability to generate programs [8]
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ing automate

survey of the

emerged frol Abstract. A classic, central Service-Oriented Computing (SOC) chal-

stand what a lenge is the service composition problem. It concerns solving a user-

the signature defined task by selecting a suitable set of services, possibly found at

the exchange runtime, determining an invocation order, and handling request and

mentation ar response parameters. The solutions proposed in the past two decades
- mostly resort to additional formal modeling of the services, leading

composition to extra effort, scalability issues, and overall brittleness. With the rise

tems were ju: of Large Language Models (LLM), it has become feasible io process

could not rea semi-structured like state-of-the-practice OpenAPI docu-

would do, or mentation containing formal parts like endpoints and free-form elements

the services h like descriptions. We propose Compositio Prompto to generate service

compositions based on those semi-structured documents. Compositio
Prompto acts as an encapsulation of the prompt creation and the model
invocation such that the user only has to provide the service specifica-
tions, the task, and which input and output format they expect, elimi-
nating any manual and laborious annotation or modeling task by relying
on already existing documentation. To validate our approach, we imple-
ment a fully operational prototype, which operates on a set of OpenAPIs,
a plain text task, and an input and output JSON schema as input and
returns the generated service composition as executable Python code.
We measure the effectiveness of our approach on a parking spot booking
case study. Our experiments show that models can solve several tasks,
especially those above 70B parameters, but none can fulfill all tasks. Fur-
thermore, compared with manually created sample solutions, the ones
generated by LLMs appear to be close approximations.

and the sema
that made th
the road of

Keywords: Automated service composition - Service discovery + Large
language models - Code generation = Automotive services
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Service Composition
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The Case of Service Composition

Definition

Service Composition is the process of integrating independent looslely
coupled services starting from a user request based on the ones available
iNn the execution context. The services communicate over a network and
are modular, allowing for flexible and dynamic composition. The
orchestrator is responsible for coordinating the service composition.

©Marco Aiello, 2024



Service Composition as Al Planning

- Artificial Intelligence Planning and Scheduling is a branch of Artificial Intelligence
devoted to the study of algorithms and systems to empower intelligent agents with the
ability to pursue their goals.

- Goal: a description of the state of the world to realise
user request

 Plan: an algorithm that describes how to reach a goal state
a composition to orchestrate

- Environment: a system the state of which can be sensed and changed by the planning actor
APls, service states, domain knowledge

©Marco Aiello, 2024



Large Reasoning Models

A neural network-based model optimized for multi-step logical and symbolic reasoning

- Trained on heterogeneous datasets: natural language, formal logic, math, code, and
multimodal inputs

- Excels at structured problem-solving via in-context learning, chain-of-thought prompting,
and tool augmentation

- Designed to perform algorithmic reasoning, planning, and hypothetical simulation

- May incorporate external memory, RAG, or tool use (e.g., calculators, search APIs,
WolframAlpha)

- Good for: automated theorem proving, scientific discovery, decision support, etc.

©Marco Aiello, 2025



The Illusion of Thinking:
Understanding the Strengths and Limitations of Reasoning Models
via the Lens of Problem Complexity

Parshin Shojaee*¥  Iman Mirzadeh* Keivan Alizadeh
Maxwell Horton Samy Bengio Mehrdad Farajtabar

Apple

Abstract

Recent generations of frontier language models have introduced Large Reasoning Models
(LRMs) that generate detailed thinking processes before providing answers. While these models
demonstrate improved performance on reasoning benchmarks, their fundamental capabilities, scal-
ing properties, and limitations remain insufficiently understood. Current evaluations primarily fo-
cus on established mathematical and coding benchmarks, emphasizing final answer accuracy. How-
ever, this evaluation paradigm often suffers from data contamination and does not provide insights
into the reasoning traces’ structure and quality. In this work, we systematically investigate these
gaps with the help of controllable puzzle environments that allow precise manipulation of composi-
tional complexity while maintaining consistent logical structures. This setup enables the analysis
of not only final answers but also the internal reasoning traces, offering insights into how LRMs
“think”. Through extensive experimentation across diverse puzzles, we show that frontier LRMs
face a complete accuracy collapse beyond certain complexities. Moreover, they exhibit a counter-
intuitive scaling limit: their reasoning effort increases with problem complexity up to a point, then
declines despite having an adequate token budget. By comparing LRMs with their standard LLM
counterparts under equivalent inference compute, we identify three performance regimes: (1) low-
complexity tasks where standard models surprisingly outperform LRMs, (2) medium-complexity
tasks where additional thinking in LRMs demonstrates advantage, and (3) high-complexity tasks
where both models experience complete collapse. We found that LRMs have limitations in exact
computation: they fail to use explicit algorithms and reason inconsistently across puzzles. We
also investigate the reasoning traces in more depth, studying the patterns of explored solutions
and analyzing the models’ computational behavior, shedding light on their strengths, limitations,

©Marco Aiello, 2025 and ultimately raising crucial questions about their true reasoning capabilities.



STOP ANTHROPOMORPHIZING INTERMEDIATE TOKENS AS
REASONING/THINKING TRACES!

Subbarao Kambhampati  Kaya Stechly = Karthik Valmeekam Lucas Saldyt Siddhant Bhambri
Vardhan Palod Atharva Gundawar Soumya Rani Samineni = Durgesh Kalwar  Upasana Biswas

School of Computing & Al
Arizona State University

ABSTRACT

Intermediate token generation (ITG), where a model produces output before the solution, has been
proposed as a method to improve the performance of language models on reasoning tasks. These
intermediate tokens have been called “reasoning traces” or even ‘“thoughts” — implicitly anthropo-
morphizing the model, implying these tokens resemble steps a human might take when solving
a challenging problem. In this paper, we present evidence that this anthropomorphization isn’t a
harmless metaphor, and instead is quite dangerous — it confuses the nature of these models and how
to use them effectively, and leads to questionable research.

v2 [cs.Al] 27 May 2025
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Large Action Models

A parameter-rich neural policy model trained to map from high-dimensional observations and goals to
action distributions

- Leverages transformer-based architectures for sequence modeling of action trajectories

- Operates over state-action-return triples (or variations) for temporal credit assignment and long-horizon
planning

- Trained via offline reinforcement learning, behavior cloning, or trajectory-level supervision from expert
demonstrations or synthetic data

- Can ingest multimodal inputs and output low-level control signals or symbolic action commands
« Supports zero-shot generalization across tasks via goal-conditioning, prompting, or language grounding

- Frequently deployed in embodied agents, robotic manipulation, navigation, game environments, and tool
use contexts

©Marco Aiello, 2025



Language Models (LMs)

Large Language Models (LLMs)

- Large-scale knowledge of language patterns
- Understands natural language

- Excels at generating coherent text

- Efficient for translation Q&A, etc.

- No deliberate, iterative reasoning
- No direct interaction with environment
- Tends to hallucinate

GPT-3.5, GPT-4, Claude, LLaMa, BERT,
Qwen, Grok, Gemini 1

Large Reasoning Models (LRMs)

- Understands natural language

- Deep, explicit reasoning

- Strong at planning and problem-solving

- Often uses explicit structure of reasoning

- Typically does not act onthe environment
- May require extensive computational
resources

- Can be slower

OpenAl 01/03, DeepSeek R1, Gemini 2.0,
QwQ

Large Action Models (LAMs)

- Understands multimodal inputs

- Directly executes actions in environments
- Integrates sensing with action outputs

- Can handle tasks in real time

- Often weak at {high-level) reasoning

- Requires specialised data {e.g., action logs)
- Can be difficult to train for safety and
reliability

Google RT-1/RT-2, DeepMind Gato, Rabbit
R1, CogAgent, ScreenAl, xLAM

Legend

©Marco Aiello, 2025
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LRM/LAM

Middleware

UC Request Service Metadata Semantic Service
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Concluding remarks
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Reflection on Initial Steps

- LLM, LRM, LAM can cover various aspects of Service Composition
- Promising technologies with some known and yet unknown limitations

- See you at SummerSOC 2026 for more

©Marco Aiello, 2025
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