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Who am I?
› Brian Setz, Head of the Digital Lab @ UG

 PhD in Computer Science, Universität Stuttgart

› Sustainability
 HERTZ & eDIANA, energy efficient buildings (2011)
 UG GreenMind Awards (2012, 2014)
 SURFsara Sustainability & ICT grant (2015)
 Founding shareholder Sustainable Buildings B.V. (2016)
 NWO NextGenSmartDC, smart data centers (2016-2022)
 LEAF (2024) + GreenDiSC (2025) Accreditation for Digital Lab, 1st dry lab atUG

Residential
Offices
Data Centers

Cloud
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Green DiSC, Digital Sustainability Certification (2025)

Awareness
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SUSTAINABILITYA Quick Recap
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Paris Agreement
› In 2015, ~200 nations agreed to limit global warming to 1.5degC by 2030
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The three degrees world
› On track for a 3degC increase
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What about IT? Are we doing better?
› World Bank Report (2024)

2020 2021 2022
World Energy Con. 1094 TWh 1196 TWh 1183 TWh (+8.2%)
World Emissions 568 mil tCO₂e 589 mil tCO₂e 567 mil tCO₂e (-0.4%)
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GenAI “Boom” of 2023
Impact on ICT energy consumption?

“NVIDIA servers dedicated to AI could consume 85 to134 TWh of electricity every year by 2027”
Netherlands =113 TWh/year
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DIGITAL LABSupporting Education in Digital World
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Who are we?
› Innovation by modernizing the university’s curriculumthrough the design and development of a digitaltool suite that supports education activities andenables scalability of courses through automation.

› From 19 supported courses in 2023 to 55 courses in 2025
› Services:

 Themis, automated assessment of programming assignments
 Repository Management, organization of student source code repositories
 Virtual Labs, compute resources for students
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MicroServices

EducationasCode
DigitalLabPlatform

EducationFacilities
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Themis

Carbon footprint ofa submission, bringawareness
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Virtual Lab, a cloud-native approach to labs

688 CPU cores, 5.6 TB RAM,H100 / A30 GPUs

EthicalHacking

CloudComputing

PatternRecognition
WebEngineering
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IaaS

Virtual Lab at Scale

Virtual LabCO2Footprint?

Awareness
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Deployment Models

Bare Metal

SoftwareA SoftwareB
Bare Metal

VirtualMachine X VirtualMachine Y

SWA SWB SWC SWD

Bare Metal(OpenStack)

VM (QEMU)

Orchestration(Kubernetes)

Container(Pod)

Software
Virtualized

Traditional

Cloud-native
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UNDERSTANDING THE ENERGY
CONSUMPTION OF
CLOUD-NATIVE
SOFTWARE SYSTEMS

ICPE2025, Artifacts Available

Lars Andringa, Brian Setz, and Vasilios Andrikopoulos. 2025. Understanding the Energy Consumption of
Cloud-native Software Systems. In Proceedings of the 16th ACM/SPEC International Conference on
Performance Engineering (ICPE '25). Association for Computing Machinery, New York, NY, USA, 309–319.
https://doi.org/10.1145/3676151.3719371

https://doi.org/10.1145/3676151.3719371
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Research Questions
› What is the relation between load and energy consumption in typical cloud-

native applications across different abstraction layers?

 How can cloud-native applications’ energy consumption be observed using
existing solutions?

 What level of accuracy can an observability stack achieve in terms of energy
estimation?

Profiling Billing Sustainability
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Layers of Abstraction

Bare Metal
OpenStack
VM (QEMU)

Orchestration(Kubernetes)
Software

RU = Resource UsageEC = Energy Consumption
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Tool Selection

Bare Metal
OpenStack
VM (QEMU)

Orchestration(Kubernetes)
Software Open Telemetry

cAdvisor
node_exporter

node_exporter
none worked!

none available!
Kepler
Scaphandre

RAPL
none available!

Resource Usage Energy Consumption
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RAPL
› Running Average Power Limit (RAPL), designed by Intel & adopted by AMD

› Original purpose: balance performance vs. efficiency by enforcing limits

› Package
› Core
› Uncore
› DRAM
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Scaphandre
› Energy Consumption Metrics Agent

 Bare Metal
 Virtual Machines (from host)

› Exposes host metrics to VM

RAPL
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Kepler
› Kubernetes Efficient Power Level ExporteR (Kepler)

 Energy consumption of pods and nodes

PerformanceMetrics (Pod)
EnergySources

Energy Usage
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Naïve consumption mapping

Intel(R) Xeon(R) Gold 6780E,2.20GHz, 144 Cores
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System Under Test
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System Under Test
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What data did we collect?
› Physical

 Energy Consumption (Bare Metal + Networking)
› Bare Metal

 Energy Consumption (RAPL)
 CPU, Mem, Disk

› Virtual Machine
 Energy Consumption (Scaphandre)
 CPU, Mem, Disk

› Kubernetes
 Energy Consumption (Kepler)
 CPU, Mem, Disk

› Application
 Requests

Open
Data Set!

https://doi.org/10.5281/zenodo.14967419

https://doi.org/10.5281/zenodo.14967419
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Experiments
› Constant Load

 6 different levels of constant load on the application
 No autoscaling

› Linear Load
 Linear scaling of load on the application
 With horizontal pod autoscaling

› Direct Load
 Run pods with an exact load (200 mCPU)
 With linear scaling by spawning more pods
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How accurate is RAPL? RAPL = BM

Same distribution,
different scaling

RAPL

PowerPlugs
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How accurate is Scaphandre? Scaph. = VM

Different
distribution

VM mapping

Scaphandre
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Naïve vs. Scaphandre

But on avg.
quite close

Blue = VM mapping
Green = Scaphandre
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How accurate is Kepler using Power Model?

Kepler attributing
consumption to

idle/completed pods!?
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Findings
› We have the tools for multi-layer monitoring of cloud-native environments!

› But, the tools for energy estimations are inaccurate
 Especially RAPL, and Kepler

› Monitoring stack functions on private clouds, but what about public clouds?

› More research needed into Kepler
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CONTAINER-LEVEL ENERGY OBSERVABILITY
IN KUBERNETES CLUSTERS

ICT4S 2025

Bjorn Pijnacker, Brian Setz, and Vasilios Andrikopoulos. 2025. Container-level Energy Observability
in Kubernetes Clusters. arXiv preprint arXiv:2504.10702. https://arxiv.org/abs/2504.10702

https://arxiv.org/abs/2504.10702
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Research Question
› Previous work showed anomalies in the data produced by Kepler
› We have not found a systematic evaluation of Kepler’s accuracy beyondan initial evaluation
› Despite this, Kepler is used in a number of publications

How can we accurately estimate the power usage ofKubernetes containers based on external measurements?
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Experiment Design

Kubernetes Namespaces
Stress Idle

Stressor Pod Idle Pod Idle Pod Idle Pod Idle Pod

iDRAC data(platform power)
RAPL data(core & packagepower)
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System Under Test
Dell PowerEdge

32C/64T



37|21-06-25

How accurate is Kepler using BM data?
Orange = BMBlue = Kepler

There is lag in the data, butotherwise totals areaccurate
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All is well then?
Purple = Stressor

Other namespaces peakafter stressor completes
Idle is constantly attributed+/- 100W while duringstress test there is no load!

Experiment #1
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All is well then?
Purple = StressorOrange = IdleBrown = System

Idle has 64 inactive pods,at t=200, inactive pods aredeleted
After t=200, stress powerattribution drops, systempower attribution increases

Experiment #2
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KubeWatt
› Proof of concept to determine if Kepler’sshortcomings are inherent to the problem

 Static Power
 Dynamic Power

› Init modes to determine static power + trainpower model
 Empty cluster
- Over a period of time collect utilization andpower draw

 Existing cluster
- Collect utilization and power draw untilreaching enough variability (20-80% CPUusage)https://github.com/bjornpijnacker/kubewatt

https://github.com/bjornpijnacker/kubewatt
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Power Model
› Init mode: existing cluster

 Data gathering, 3.5h to 13h untilenough variability in the data
 Static power estimated at 198.44 W
- iDRAC reported 199.1W

 R2 = 0.92

› After fitting a linear model we no longerneed iDRAC data!
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How does KubeWatt perform? Repeat Experiment#2

Key Finding: Kepler is accurate at the cluster level but not at the pod level
Key Finding: KubeWatt is a simply proof of concept that shows thatKepler’s shortcomings are not inherent to the problem

Control planenamespaces arebundled into “static”
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WHAT IS NEXT?Take-home message
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Conclusion
› Set out to build a monitoring stack using existing technology aimed at largescale cloud-native deployments to bring awareness to end-users
› Key technology exists but has critical flaws

 RAPL, inaccurate, wrong scaling
 Scaphandre, on avg close, but different distribution of values
 Kepler, data lag, incorrect “idle” attribution

› Proposed KubeWatt, but only solves a small part of the puzzle (k8s)
› Evaluated on “private clouds”, full BM access, what about public clouds?

How can we achieve true full-stack energy monitoring of cloud-nativeapplications on public and private clouds?


