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SPL at a glance
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2006

4 Researchers/Academics (permanent)
1 Postdoctoral Researchers

12 Postgraduate Students
2 Research Engineers 

> 10M€ (PI/co-PI in EU & national projects) FORTH

ICS + 8 Institutes

SPL + 7 Labs
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Panos Tsakalides
Signal Processing lab
FORTH

Mahta Moghaddam
MiXIL lab
USC 

Jean-Luc Starck
CosmoStat lab
CEA, France

Collaborators & Funding 



The Big Data Revolution
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The AI Revolution
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Jumper, John, et al. "Highly accurate protein 

structure prediction with AlphaFold." Nature. 2021.



Deep Learning 
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State-of-the-art in DL
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CNNs RNN/LSTMs

Transformers



Deep Learning in Astronomy 

8



Uncertainty (model)
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alaskan malamute siberian husky

siberian husky

Epistemic Uncertainty:

➢ Due to lack of knowledge about a system or process. 

➢ Can be reduced as more knowledge is gained. 



Uncertainty (data)
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cat dog

Aleatoric Uncertainty:

➢ inherent randomness in a system or process (flipping 

a coin 

➢ cannot be reduced with more information or 

knowledge about the system. 



Redshift estimation
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Observations for Redshift estimation
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Photometric

➢ 3-4 broad bands

➢ Cheap

➢ Inaccurate

Spectroscopic

➢ Extended spectral range

➢ Expensive

➢ Accurate



ANNs for Photometric Redshift Estimation 
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ANN - Regression
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Dataset

Training: 800K  

Testing: 200K



Baseline model & Data
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Uncertainties 
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Uncertainties (model) 
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Gaussian Regression via ANN
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Gaussian Regression via ANN
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Quantile Regression
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Quantile Regression
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90% Coverage: 0.922 

IQR [Q075(z)-Q0.25(z)]: 0.0319



Conformal Prediction
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Conformal Prediction
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Romano, Y., Patterson, E., & Candes, E. 

Conformalized quantile regression.

NeurIPS 2029.



Conformal Prediction
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90% Coverage: 0.900 

IQR: 0.0184

90% Coverage: 0.922 

IQR: 0.0319



Uncertainties (data) 
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Ensembles
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Ensemble approach
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5 Models



MCDropout

28



MCDropout
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Uncertainties (labels) 
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Spectroscopic Red-Shift Estimation
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Predictive model
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Redshift Estimation

Regression Analysis

Real-valued, non-negative number (z)
Split the examined redshift interval into ordinal

classes, based on Euclid’s characteristic resolution

Classification Problem

1 2 3 4 5 6 7



1-Dimensional CNN - Classification
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v1 v2 v3 v4 v5 vN-4 vN-3 vN-2 vN-1 vN... Input Vector (v)

1xN

h1 h2 h3

Trainable Filter (h)

c1 c2 c3 cMcM-1cM-2...

Convolution 

of v with h

1xM

c'1 c'2 c'3 c'Mc'M-1c'M-2...
1xM

Non-linear 

Activation 

Function

1xC (C = # of classes)

Fully-Connected 

(Classification) 

Layer



Regression Classification (800 classes)
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MSE  0.03811 

MAE  0.16469 

R2 0.28188

MSE  0.00791 

MAE  0.02325 

R2 0.85082



Gravitational Lensing

35



Modeling with uncertain labels
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G. Vernardos, G. Tsagkatakis, and Y. Pantazis. "Quantifying the structure of strong gravitational lens 

potentials with uncertainty-aware deep neural networks." MNRAS. 2020.

Realization of Gaussian Random Field 

perturbations

Singular Isothermal Ellipsoid parametric model

Perturbed lens potential 



Label uncertainty
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Modeling with uncertain labels
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Modeling with uncertain labels
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“Label-super-resolution”
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● Many flavors of uncertainty (decoupling, Bayesian, ordinal regression)

● “Limited” investigation in scientific data analysis

● The case of time-domain astronomy

● The case of spatially resolved observations

● The promise of multi-modality
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Take-home messages



Thank you
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MINOAS – Machine Intelligence for iNverse imaging, 

Observation Analysis and Sensing Workshop

Dates: 24-26 September 2025

Location: FORTH, Crete


